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1. Introduction

Generally, molecular thermodynamic models for treating
the phase equilibria of solutions can be classified into two
categories: activity coefficient relations and equations of
state. The term “predictive molecular thermodynamic mod-
els” has no unified definition thus far, although many
researchers use it in their papers. In this context, it means
the types of models that phase equilibria can be described
as, provided that molecular structures or physical properties
of pure components in the mixture are known. The models
of this type include the activity coefficient model:

(i) Solvent-solvent systems with low molecular weight:
the UNIFAC model and its revisions; MOSCED model,
SPACE model; DISQUAC model; PierottDealDerr
model; Weimef-Prausnitz model; Prausnitz and Anderson
theory;

(ii) Solvent-solid salt systems: the improved UNIFAC
model; scaled particle theory;

(i) Solvent—polymer systems: entropic-FV/UNIFAC
model; UNIFAC-FV model, GK-FV model; UNIFAC-ZM
model; FH/Hansen model,

(iv) Solvent-ionic liquid system: the COSMO-RS model
and the equations of state;

(v) Solvent-solvent systems with low molecular weight:
PSRK model; MHV2 model; LCVM model, WS model;
UNIWAALS model; GCEOS model; and

(vi) Solvent-polymer systems: GC-Flory EOS model;
GCLF EOS model.

For solvent-polymer systems, equations of state are
preferred over activity coefficient models because equations
of state can disclose the dependence of phase volume on
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pressure, which is especially important in estimating the
solubility, swelling degree, and crystallinity of polymers in
polymer processing.

Undoubtedly, predictive molecular thermodynamic models

suitable solvent plays an important role in the economical
design of separation processes. However, it is tiresome to
are very important in separation processes and polymerchoose the best solvent from thousands of different sub-

processing. In the separation processes (e.g., extractivestances for a given system through experiments. We should

distillation, liquid—liquid extraction, absorption, etc.), a third identify the relation between molecular structure of the
solvent is commonly needed to add into the components tosolvent and separation performance. In this case, predictive
be separated so as to improve the separation f&étSo molecular thermodynamic models are used as a screening
the solvent (entrainer or separating agent) is the core, and &ool to find out the best suited solvent rapidly. Only on this
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basis is the best suited solvent synthesized so as to largelydata for the solvent and polymer and can predict the pressure
reduce the amount of experimental work. By means of effect. Therefore, the GCLF EOS and its applications in
predictive molecular thermodynamic models, the materials polymer processing are emphasized in Section 4. Afterward,
including liquid solvents, solid salts, polymers, and ionic the COSMO-RS model is introduced to tailor the suitable
liquids can be regarded as “designer solvents” in separationionic liquid for the separation of nonpolar, polar, and pelar
processes. That is to say, the molecules are split into groupsweakly polar systems in Section 5. Since both the COSMO-
and once a potential molecular satisfying the property RS model and UNIFAC model are suitable for the prediction
specifications is screened, the chemists are required toof phase equilibria for solventsolvent systems, the com-
synthesize it for a given separation task. It is beyond our parison of the predictive results between these two models
scope to review how to synthesize the specified liquid is interesting. Finally, the conclusion remarks are given in
solvents, solid salts, polymers, and ionic liquids. Section 6.

In polymer processing (e.g., microcellular foam produc-
tion, plasticization in blending and injection molding, surface 2. Solvent —Solvent Systems with Low Molecular
modification, dyeing, and PGSS (particles from gas-saturated Weights
solutions) process),*! gas (e.g., carbon dioxide (G is
being used as a physical blowing agent. The thermodynamic2.1. UNIFAC Models
properties, such as gas solubility in the polymer, polymer
density, and polymer crystallinity, play an important role in
controlling the nature of the functional materials, since these
afect for stances, price size irbulon and =hape I cosicien 1 equal t uny. It means tha e netacions
strength or toughness in foaming processing. For suchPetween dissimilar or same molecules are always identical,
processes, the thermodynamic properties sometimes area.nOI the mixture is in the ideal state; i _the_ activity qum'
difficult to measure experimentally, especially under extreme Clent is away from unity, the midure Is in the nonideal

- . state. The concept of activity coefficient is often used for
conditions (very high pressure and very low temperature), i o L N
and thus, a predictive model is indispensable. the liquid phase. The activity coefficient in the liquid phase

o i must be determined so as to derive the equilibrium ratio,
The predictive molecular thermodynamic models also can ;, and relative volatility,;;, and thus establish the math-
be classified into two categories: the models with relation ematical models of chemical engineering processes. the
to experimental data; for example, the UNIFAC model in |iquid-phase activity coefficient models are set up on the
which the interaction parameters are correlated from experi- hasis of excess Gibbs free energy. The relation of the activity

mental data and prediction of thermodynamic properties is coefficient, i, and excess Gibbs free enerds, is given
made on the basis of existing parameters for the constituentyg|gy:

atomic groups of the molecules present in the mixture; and

From the classic thermodynamics, we know that the
activity coefficient is introduced as the revision and judgment
for the nonideality of the mixtur& 2% If the activity

the models with no relation to experimental data (or called 3(nGE

priori predictive models); for example, the COSMO-RS anG) =RTIny, (2.1)

model in which only atom-specific parameters are required o |rpn '

and prediction of thermodynamic properties is made on the

basis of unimolecular quantum chemical calculations that n= Zni (2.2)
|

provide the necessary information for the evaluation of
molecular interactions in liquids. The COSMO-RS model is
a novel and efficient method for the priori prediction of The jiquid-phase activity coefficient models are divided into

thermophysical data of liquids and has been developed sincao categories: (1) The models are suitable for the nonpolar
1994. It is especially suitable for solveribnic liquid systems; for instance, hydrocarbon mixture, isomers, and
systems. homologues. Those include regular solution theory (RST)

This review is devoted to the systematic introduction of
predictive molecular thermodynamic models for different
systems. The contents are arranged in the series of selvent
solvent systems with low molecular weight, solvesblid
salt systems, solvenpolymer systems, and solvefibnic
liquid systems step by step. In Section 2. we first introduce
the well-known UNIFAC model, which is especially suitable
for simple solvent molecules with low molecular weight and
is incorporated into CAMD, where the UNIFAC groups
provide building blocks for assembling molecules. Then, the
extension of the UNIFAC model to solvensolid salt

and the Flory-Huggins no-heat modét 26 (2) The models
are suitable for nonpolar and polar systems. Those models
are commonly used to predict the liquid-phase activity
coefficient and include the Margules equation, van Laar
equation, Wilson equation, NRTL (nonrandom two liquids)
equation, UNIQUAC (universal quasichemical) equation,
UNIFAC (UNIQUAC Functional-group activity coefficients)
equation, and so on.

Among those, the Wilson, NRTL, UNIQUAC, and
UNIFAC models are the most widely used for binary and
multicomponent systems because of their flexibility, simplic-

systems, as well as scaled particle theory, which is an a prioriity, and ability to fit many polar and nonpolar systems. In

predictive model and related to salt effect, is introduced in
Section 3. There are many predictive molecular thermody-
namic models available for the prediction of the thermody-
namic properties of polymersolvent systems. But the group-

contribution lattice-fluid equation of state (GCLF EOS) has

unique features. The only input required for this model is
the molecular structures of the polymer and solvent in terms

addition, one outstanding advantage of those equations is
that they can be readily extended to predict the activity
coefficients of a multicomponent mixture from the corre-
sponding binary-pair parameters. In fact, in most separation
processes, a multicomponent mixture is often involved.
However, in the Wilson, NRTL, and UNIQUAC models,
the experimental data must be given to correlate the binary-

of their functional groups. It does not require accurate density pair parameters. Therefore, they are not purely predictive
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models, as defined above. But the UNIFAC model, in which  |. Combinatorial part.
no binary data are required, is a widely used predictive
model. This model is currently very popular and can be used
to predict the liquid phase activity coefficient of binary or
multicomponent systems, even when the experimental phase

C Vi Vi
Iny =1-V,+InV, — bg 1—E+InE (2.4)
i [

equilibrium data are unavailable. It has several advantages q r;

over the Wilson, NRTL, and UNIQUAC equations: (1) Size F=—— V.= (2.5)
and binary interaction parameters are available for a wide ' !

range of types of function groups (more than 100 function ]z 4% Jerxi

groups). (2) Extensive comparisons with experimental data

are available. (3) It is an open system, an_d more function o pure component parameterandg are, respectively,
groups and more parameters will be filled in the UNIFAC o 5tive to molecular van der Waals volumes and molecular

list in the future. But it still has a problem; that is, the ions g, 1face areas. They are calculated as the sum of the group
(cation and anion groups) are not complete in the UNIFAC | 5jume and group area parameteRsand Q
menu. In particular, in the recent years, ionic liquids have '

attracted more attention in separation processes, which will ro= U(i)Rk q = U(i)Q (2.6)
be mentioned later. (4) Experimental measurements of i Z kT i Z ko k '
vapor-liquid phase equilibrium are very time-consuming and

therefore expensive. For example, if measurements are,hare UE), always an integer, is the number of groups of
performed for a 10-component system at just one constant; pe k in moleculei. Group parameter®, and Q are

pressure (€.g., atmospheric pressure) in 10% mole steps anflqmaiy obtained from van der Waals group volumes and
an average number of 10 data points can be experimentallyg, f5ce areas/, and A, given by Bond#!

determined daily, the measurements (in total, 92 378 data
points) will take more than 37 yeatsTherefore, with the V, A
view to multicomponent mixtures, the UNIFAC model is R.= 1517 Q=—"—
more advantageous than the Wilson, NRTL, and UNIQUAC : 2.5x 10°
models in saving the measurement time. That is why it was
very popular and desirable in the synthesis, design and
optimization of separation processes over the past few R_ 0 0
years3¥ The UNIFAC model is still developing, and by far, Inyi= Z veIn Iy —In Ty (2.8)
there are three versions for solvetsblvent systems with
low molecular weights.

(2.7)

Il. Residual Part.

I is the group residual activity coefficient, aitf is the

2.1.1. History of Group Contribution Methods residual activity coefficient of groukin a reference solution

. o - containing only molecules of typi
The earliest group-contribution method for predicting g ony ype

activity coefficients is the ASOG (analytical solution of — _ _
groups) model that was proposed by Deal and #e¥and InTy = QL In(; Oreth ; (Hm'/’kn/Z gy
used the Wilson model to represent the group activity (2.9)
coefficients. The ASOG model treats a solution as a mixture _

of various structural groups, as opposed to a mixture of two Z uﬂq)xi

or more distinct compounds. This treatment has the inherent QX |

advantage that there are significantly fewer structural groups Op=—", X = - (2.10)
than compounds; hence, fewer parameters are needed for a Z Q.X, z Z uﬂ)xi

large number of binary and multicomponent mixtures. m T

However, by far, the group interaction parameters for only

43 groups and 341 group pairs are available in the parameterm is the fraction of groupnm in the mixture.

matrix of ASOG model, which frequently cannot meet the

requirement for the systems in which the group interaction Ynm = eXP[=(an{T)] (2.11)
parameters are missing. ) ) )

An original UNIFAC model that combines the functional The parametem,, characterizes the interaction between
group concept with a model for activity coefficients based 9roupsn andm. For each groupgroup interaction, there
on an extension of the quasi chemical theory of liquid aré two parametersanm = amn _
mixtures (UNIQUAC) was proposed by Fredenslund et al.  Equations 2.9 and 2.10 also hold for Iy, except that
in 197523 This model can be applied at infinite dilution and the group composition variabléy, is now the group fraction
finite concentrations and was the most widely used before of group k in pure fluidi. In pure fluid, InT = In FE),
se;{e.rtal rev?qnstqnd exten&gns \;veret_develfb@ﬁ.The_t. which means that ag — 1, yX — 1. yX must be close to
activity coefficient is expressed as functions of composition . c_. .
and temperature. The model has a combinatorial contribution" ™ because a§ — 1, " — 1 andy; — 1.
to the activity coefficient, , that is, In", essentially due to  2.1.2. The Modified UNIFAC Model
differences in size and shape of the molecules, and a residual The modified UNIFAC model can be applied at infinite

contribution, , that is, Iy, essentially due to energetic i tion and finite concentratiofi-463% As in the original

interactions: UNIFAC model, the activity coefficient in the modified
c R UNIFAC model is also the sum of a combinatorial and a
Iny;=Inyy+Iny; (2.3)  residual part (see eq 2.3).
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The combinatorial part is changed in an empirical way to
make it possible to deal with compounds very different in
size:

C Vi Vi
Inys=1-V,+InV, — bg 1—E+In E (2.12)
i [
The parameteWl can be calculated by using the relative

van der Waals volumeB of the different groups:

ri3/4

Z Xjrj3/4

J

Y/ (2.13)
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as R, Qv am bam Cm @mn bmn and cymn should be
predetermined. Since the existing parameters of the modified
UNIFAC model are extended with the help of the Dortmund
Data Bank (DDB) and the integrated fitting routines, even
the values oR, andQ are possibly different from those in
the original UNIFAC model. As the group parameters are
replenished step by step, this model has the tendency to
substitute the original UNIFAC model because of its better
predictions of the real behavior of nonelectrolyte systems
and its importance in chemical process development. The
present status of all research concerning the modified
UNIFAC model (Dortmund) is always available via the
Internet at http://www.uni-oldenburg.de/tchemie/consortium
or http://www.unifac.org.

Gmehling et al? compared the calculated results between

All other parameters are calculated in the same way as inthe ASOG and the UNIFAC models; however, the number

the original UNIFAC model:

rX;

V, = (2.14)
JZ %T

n=> R (2.15)

ai%;

F=——o (2.16)
]Z X0

6= 4'Q (2.17)

The residual part can be obtained by using the following
relations:

In yR = Z w(InT, — InTY) (2.18)

O

z m¥+ km

" z 0% nm
n

whereby the group area fractiahy,, and group mole fraction,
Xm, are given by the following equations:

InTy= Q1 1(Y Opiprmd — (2.19)

QX
6, = (2.20)
Z ann
> U
X =— (2.21)

’ > >
7 n

In comparison to the original UNIFAC model, the van

of main groups and available group interaction parameters
is very different for these models. There is also a difference
in the total number of systems that can be predicted by the
different methods. With the original and the modified
UNIFAC models, more systems can be predicted than with
the ASOG model. Therefore, the comparison was limited to
the number of systems that could be calculated by all of the
models. From the results, it was found that the modified
UNIFAC model gives the best results; the original UNIFAC
model, the second; and the ASOG model, the last.

2.1.3. The yoo-Based UNIFAC Model

This UNIFAC model is appropriate only at infinite dilution
(therefore called the~-based UNIFAC model).

A UNIFAC parameter table exclusively based whdata
is presented by Bastos et“dlit aims at the improvement of
the general accuracy and range of applicability of the
UNIFAC model as far as the calculation fgf andS” values
is involved. Therefore, it can be regarded as a useful
supplement to the existing vapeliquid equilibrium (VLE)
and liquid-liquid equilibrium (LLE) parameters.

The 190 pairs of parameters of 40 different groups have
been estimated from-8000 data points on the basis of
experimentay® data, with an average relative error of 20%.
The equation forms, as well as the valuedpindQy, are
the same as in the original UNIFAC model. The difference
between these two models is only the interaction parameters
of the UNIFAC groups. However, the weakness of the
UNIFAC models (including three versions) is that the
proximity effects cannot be distinguished in the calculated
results, which does not conform to the real situation.

2.2. MOSCED and SPACE Models

The MOSCED and the SPACE models do not adopt the
group concept, but instead, use only pure component
parameters to predict liquid-phase activity coefficients. The
MOSCED (modified separation of cohesive energy density)
model is an extension of RST (regular solution theory) to
mixtures that contain polar and hydrogen-bonding compo-

der Waals properties are changed slightly, and at the samenents*53 The cohesive energy density is separated into dis-
tlmE,'temperature—deper}dent parameters are '|ntroduc_:e_d tgersion forces, dipole forces, and hydrogen bonding, with
permit a better description of the real behavior (activity small corrections made for asymmetry. The dipolarity and

a,,+ b, T+ CpT”
T

coefficients) as a function of temperature. hydrogen bond basicity and acidity parameters are correlated
on the basis of a limited database of activity coefficients.
Yom™= ex;{— accounting for the asymmetry effect, the activity coeffi-
cient at infinite dilution for component 2 in solvent 1 is

(2.22) By using the expression for the cohesive energy density and
Thus, to calculate the activity coefficient, such parameters written as
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2.2 2 10.0
w U2 0,0 (7 — 7)) '
Iny5 = ozl — A"+ = wll + I
(o = o) (B — BB)) _ ST
g, +dy, (2.23) § 70 2 .

where 4 is a measure of a molecule’s polarizability;
represents its polarityy and/ are, respectively, acidity and

v

6.0
50 .
[, the original UNIFAC model

basicity parameters] is a measure of the dipoténduced 40 I A, the modified UNIFAC model
dipole energyy andé& interpret the asymmetry effect;is | ©.the y7-based UNIFAC model
: f f 3.0 @, the experimental data
molar volume; andd;, is a Flory-Huggins term that is ’
usually minor anyway. The outstanding characteristic of this 20
model is that it can predict activity coefficients at infinite 300 320 340 360 380 400
dilution using only pure component parameters, which are 7 (K)

available in the parameter table. 50
The SPACE (solvatochromic parameters for activity coef- '
ficients estimation) method, proposed by Hait ebaf uses B
a much larger database and recently established scales of 46 [

solvent and solute dipolarity and hydrogen bondifi§® The o 44}
SPACE equation assumes additivity and independence of the«g 42 |
various contributions to the cohesive energy density: (1) = 4, |
dispersion, (2) dipolar interactions, (3) hydrogen-bonding ,~ 38 |

interactions, and (4) size differences: .
3.6 | [, the original UNIFAC model

/\, the modified UNIFAC model

w_ Y2 2 2 34T & the r™-based UNIFAC model
In V2 = RT[(ll 12) + (rl 772eff) + 32 I e, the experimental data
(0 = Ae)(By = Baer)] T dyp (2.24) 3.0
300 320 340 360 380 400
where the meanings of physical quantities refer to eq 2.23. T (K)

But the SPACE model uses effective values for solute Figure 1. Activity coefficients of n-butane (a) and 1-butene (b)
parameterstger, Ozefr, B2er), Which are calculated by a linear  in DMF (N,N-dimethylformamide) at infinite dilution at different
interpolation of the SPACE solvent (1) and solute (2) temperatures. The calculated results from three versions of UNIFAC
parameters. Unfortunately, the complete SPACE parameterdnodel are compared with those from experimé#ts.

for all compounds studied are provided only in the supple-  \one of these models is sensitive enough to deal with the
mentary material that must be ordered from the specified experimental difference of* between branched and linear

institution 4 : :
. . ) . o isomers in polar solvents.
Castells et aib investigated five kinds of liquid-phase P

activity coefficient models (three versions of UNIFAC model 2.3. CAMD

mentioned above, MOSCED, and SPACE models) for =~

predicting infinite dilution activity coefficientg™ of five In separation processes, the ease of separation of a given

linear, four branched, and two cyclic alkanes in 67 solvents mixture with key componentsandj is given by the relative

at 25°C, and the results were compared with experimental volatility:

data. For a database of 737 limiting activity coefficients, the

SPACE model gives an average absolute error of 8.1%, and YilX ViPiO

in only 13.3% of the cases are the errors worse than 15%. oG = yTX] = ?J (2.25)

The modified UNIFAC model gives an absolute average ! L

error of 9.8%, and 32% of the predictgd have errors larger

than 15%. On the whole, the UNIFAC angP-based

UNIFAC models perform comparably. Although it is created

specifically for the task of estimating®, the y~-based : _ )

UNIFAC model does not give as good a prediction as might Th_e_ solvent is often introduced to chan_ge the relative

be expected. volatility as far away from one as possible when_ the
We applied three versions of UNIFAC model (the original COmPponents of the mixture to be separated have similar

UNIFAC model, the modified UNIFAC model, and the- boiling points or form an azeotrope. Since the ratl(P?ij

based UNIFAC model) to estimate the liquid-phase activity iS constant for small temperature changes, the only way that

coefficients of the key componentswbutane and 1-butene  the relative volatility is affected is by introducing a solvent

at infinite dilution in the solvent DMF N,N-dimethylfor-  that changes the ratja/y;. This ratio, in the presence of the

mamide) and compared the calculated and experimentalsolvent, is called selectivity:

values at different temperatures (see Figure 1). It shows that

the calculated values of the modified UNIFAC model S = Vi (2.26)

correspond the best to the experimental data, with the average ! Yils '

relative deviation (ARD) of 3.06%. The ARDs of the original

UNIFAC model and ther*-based UNIFAC model are up to In some cases, a significant change in the operation

11.84 and 17.17%, respectively. temperature and pressure altefsenough to eliminate an

where x is molar fraction in the liquid phase, is molar
fraction in the vapor phase,is the activity coefficient, and
P is the pure component vapor pressure.



Molecular Thermodynamic Models Chemical Reviews, 2008, Vol. 108, No. 4 1425

Table 1. Attachment Type Characterization of UNIFAC Groups

attachment type groups attachment type groups

(N, 0) CHOH  CHNO, H,0 CHNH, (K. 2) (CH=CH) (CH~C) (CHN) (CsHaN)
CFs CHSH  CHCN  furfural (CCh) (CHNO,)  (CC) (DMF-2)
HCOOH DMSO  (CHOH), CH.Cl, (COO) (S (SiH,0)
CHCl ACRY  DMF NMP (K, 1),(L,1) (CHCO) (CHCOO) (CHO) (CHNH)
CHNH, CS CClLF CHCHF (CH.NH)  (FCH,0)
CHCIF,  CCIR,  CCLF,  CiHaS (1) (ACH) ~ (ACF)
morph AMHCH  Am(CHy), (H, 1) (ACCH) (ACOH)  (ACNHp) (ACCI)

M, 1) (CHs) (ACNO,)

1,2 (CH) (H,1),(M,1) (ACCH)

L 1) (CH,CI) (H.1).(3,2)  (ACCH)

(L 2) (CHCI)

(K. 1) (CH—CH) (OH) (CHCO)  (CHO)

(CH,COO) (HCOO) (CHO)  (CHNHy)
(CH,NH) ~ (CsHaN)  (CH,CN)  (COOH)
(CHCL)  (CClk) ~ (CH:NOy) (CHsSH)
) (BR) (CHC) ~ Cl-(C=C)
(SiHs)

azeotrope, so the solvent (called entrainer or separating agentNIFAC groups are sorted and listed in Table 1. If a group
is the core in the separation processes, and a suitable solverttelongs to several different classes, it means that this group
plays an important role in the economical design of separa-takes on different types of characterization in different
tion processes. molecules.

However, it is tiresome to experimentally choose the best  The attachment types are indicated as ordered paips (
solvent from thousands of different substances for a given wherei is the type of attachment arjds the number of
system. The computer-aided molecular design (CAMD) attachment. Five types of attachments are put forward for
developed in the 1980s may break new ground in this aspectnonaromatic groups:
by largely reducing the amount of experimental work. The N = single molecules as a group having no attachment
application of CAMD in separation processes is mostly based with other groups, such as,8;
on the UNIFAC group contribution. Incalculable molecules K = severely restricted attachment, such as OH;
would be formulated by simply joining UNIFAC groups if L = partially restricted attachment, such as {CH
they were without any constraint. In accordance with certain M = unrestricted carbon attachment in linear dual-valence
combination rules, however, the size of the combinatorial or single-valence groups, such as £Hnd
problem can be greatly reduced, and only then are the J= unrestricted carbon attachment in radial dual valence
chemically feasible molecules generated. Furthermore, ingroups, such as GH
terms of given target properties, the desired molecules are  For aromatic molecules, two new attachments are intro-
screened from chemically feasible molecules. The groups duced:
of UNIFAC provide building blocks for assembling mol- | = aromatic carbon ring attachment, such as ACH, and
ecules. CAMD is essentially the inverse of property predic-  H = substituted aromatic carbon ring attachment, such as
tion by group contribution. Given a set of desirable prop- AccCl.

erties, it is proposed to find a combination of structural ~ Type M and J attachments are extended to aromatic
groups satisfying the property specifications. In most cases, groups:

more than one solution is produced. Thus, a screening iS M = unrestricted attachment in a carbon linked to an
needed, since only one of the alternatives may be chosemgromatic carbon, such as ACGHand
for the specified problem. Finally, such factors as corrosion, 3 = ynrestricted attachment in a radial carbon linked to
prices, source, azeotrope, and so on should be taken intoyn aromatic carbon, such as ACCH.
consideration. Of course, it is a procedure after CAMD. The chemically feasible molecules will be generated from
Now CAMD is widely used in the separation processes the characterized UNIFAC groups in terms of combination
such as gas absorption, liguitiquid extraction, extractive  ryles. Not all of the UNIFAC groups need to be used in
distillation and so o183 which is an important application  cAMD. The groups may be prescreened according to the
of the UNIFAC model for the design of materials with low  criteria: availability of binary parameters for the synthesis
molecular weights. group and elimination of unsteady, corrosive, or toxic
compounds. For instance, some groups, , that is,0CF-,
2.3.1. CAMD Program may cause corrosion to the equipment and must be avoided
CAMD is conducted in the following four steps: in the process design.
(a) Group Sorting and PreselectionGroups are the basis (b) Combination of Groups. The greatest difficulty in
of CAMD, and molecular design makes full use of the group CAMD is assembling groups into one molecule. To generate
concept raised by Frankli4,which is built on the UNIFAC chemically stable molecules, the assembly must fit to the
groups. The groups must be systematically ordered to following rules:
facilitate their use. The approach proposed by Gani &t &. (i) The chemical valence of a molecule must be zero. (ii)
and Pretel et & to sort the groups is often adopted. That The neighborhood effect of groups must be avoided.
is, a certain group is characterized by the number of Fortunately, many research&rg® have discussed this rule
attachments present in a given group (or the valence numberfrom different perspectives and given the corresponding
of the group) and the degree of difficulty that the group restriction conditions. Their work is helpful for us to program
combines other groups (or the type of attachment). The CAMD.
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Table 2. Results of CAMD for the Separation ofn-Heptane (1) and Benzene (2) af = 303.15 K

azeotropic judgment

no. molecular structure MW To/K ap, S SP 1 and solvent 2 and solvent
1 DMSO 78.1 462.2 9.782 19.938 0.318 yes no
2 CH,CN—CHxCN 80.0 495.3 8.759 17.853 0.312 yes no
3 CH;COO—-CH,—CHCN 113.0 474.3 7.026 14.321 0.354 no no
4 DMF 73.1 426.15 5.767 11.754 0.686 yes no
5 CH,NH,—CH,CN 70.0 442.9 5.604 11.422 0.468 yes no
6 NMP 99.1 477.2 5.552 11.317 0.756 no no
7 CH,NH,—CH,—COOH 89.0 486.3 5.242 10.685 0.543 no no
8 ACN 41.0 354.8 5.134 10.465 0.621 yes yes
9 CH;COO—CH,—CH,—CHxCN 127.0 497.2 5.086 10.366 0.417 no no

10 OH-CH,—CHCN 71.0 462.5 5.067 10.328 0.210 yes no

(ii) In general, a molecule is composed of not more than  The CAMD program has been proposed by Lei etal.
eight groups, and the number of polar groups cannot be overand Chen et & For the solvent mixture, one is the main
three. The groups in a molecule must agree with the solvent, and the other is additive. In CAMD, the first step is
following attachment criterion: K< M + J/2 + 2 for to find the main solvent; when the basic solvent is deter-
aliphatic compounds; + H = 6, H < 2 or H < 3 for mined, the next step is to find the additive in the same way
aromatic compounds. For aliphatiaromatic compounds, as a single solvent.
these restrictions must be satisfied simultaneously. Otherwise,
this molecule is unsteady under normal conditions. 2.3.2. Case Study

(iv) The group parameters and group interaction param- (1) Hydrocarbon Systems.We have investigated the
eters must be known in advance. The combination proceduresystems of propane/propylens;butane/1-butene, and-
is carried out in such a manner that the only combinations heptane/benzene because their separations are commonly
considered are those resulting in the generation of chemically o ncountered in the chemical industfy2 The mixtures have
feasible structures. The combinations from a preselectedgjmijar boiling points or form azeotropes, and thus, a third
number of groups and testing for their chemical feasibility ¢o1vent. which is screened by means of CAMD, is needed
take place simultaneously. S to add into the mixture. The separation mechanism for
(c) Prediction of Target Properties. Different problems  separating hydrocarbons is similar. Therefore, for instance,
have different sets of properties as constrains. For CAMD for the system ofn-heptane/benzene, the restrictions for
in separation processes, such properties as relative volatilitysolvents in CAMD are listed as follows:

at infinite dilution (@), selectivity at infinite dilution (ﬁ’f) (i) Preselected group types: GHCH, CHsCOO,
solubility capacity (SP), molecular weight (MW), boiling CH,CO, COOH, OH, CHCN, CH,NH,, ACH, ACCH;,
point (Ty), critical properties, etc. are important. Specification  ACNH,, ACOH, H0, CHOH, (CH:OH),, acetonitrile
of the problem type identifies the corresponding target (ACN), N,N-dimethylformamide (DMF),N-methyl-2-pyr-
properties. Because not all of the target properties arerolidone (NMP), morpholine (Morph), furfural, dimethyl
computable, it is convenient to classify them as explicit target sulfoxide (DMSO);
properties and implicit target properties. Prediction methods (i) Expected group number:-16;
for explicit target properti€8~** are available and can be (iii) Maximum molecular weight: 150;
implemented automatically by computer. Prediction methods . o . . '
for implicit properties are not presently available, and thus, (V) Minimum boiling point: 323.15 K;
a combination of experience, information from the open EV?) l\1/l_aX|mum bo'“”gogol'gtK5O3-15;
references, and experiments is needed to determine them. (vI) Temperature: . ;
On the other hand, a pure component databank, which (vii) Minimum relative volatility at infinite dilution: 5.0;
com%rises exttlansiv_ﬁ physi.cal prp_pelrties (e.g.., molecular  (viii) Minimum solubility capacity: 0.10.
weight, normal boiling point, critical properties, vapor By means of CAMD, the design results are obtained and
pressure constant in the Antoine equation, ideal gas heatjisted in the order of decreasing relative volatility at infinite
capaﬁlty, GLC-)d'S a'so fllecﬁssaf?/- If t?rget Efogertlgs lel? begilution, as shown in Table 2. Note that molecules nos. 3, 5,
sought in the databank, the values from the databank (not7, 9, and 10 are difficult buy in chemical markets (or are
from calculation) may be regarded as the ultimate results. bought only at very expensive prices). From this perspective,
(d) Sort Order and Selection of Potential SolventsAs they are excluded as the potential solvents. Furthermore, after
we know, for some separation processes, the relative volatil-considering such implicit properties as toxicity (excluding
ity (or selectivity) is the most important among all the explicit molecules nos. 2 and 4), boiling point (excluding molecule
properties. The solvent with the highest relative volatility is no. 8), and chemical stability (excluding molecule no. 1),
always considered to be the most promising solvent for a only molecule no. 6, NMP, remains. NMP has many
given separation task. For this reason, solvents are normallyoutstanding advantages as the solvent, such as nontoxicity,
ranked in the order of relative volatility (or selectivity). noninjurious, facility of ecological treatment, and high
Additionally, it is necessary to evaluate such implicit Separation ability.
properties as toxicity, cost, stability, and material source. The The reliability of NMP as the solvent has already been
solvents that do not satisfy the requirement of implicit verified by our experiments and simulatictig®?but CAMD
properties are crossed out from the order. The remaininggoes a step further to provide the theoretical foundation for
solvents ranked in the front are possibly the potential solventsthe selection of NMP. This also indicates that the designed
we seek. results from CAMD are acceptable in this regard.
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Braam and 1zak® studied the system of cyclohexane/ interaction parameters missing because experimental data are
benzene by means of CAMD and found that aniline is needed to fill them. This is where CAMD is limited. For
possibly the best solvent, resulting in a relative volatility of the development of calculation techniques, it is thought that,
2.65 with cyclohexane in the distillate. The only solvent not in addition to the efforts to influence the computation
to result in a higher relative volatility is acetonyl acetone, methods of target properties with the screening of potential
which has a higher boiling point than aniline. However, NMP solvents and replenish the group parameters, were CAMD
is common in both cases. Unfortunately, DMF as a com- combined with other software (e.g., Excel, PRO/Il, ASPEN
monly used solvent is neglected by Braam and Izak. The PLUS), its functions would become stronger, and the
reason may be that DMF forms minimum-boiling-point designed results would be more reliable. It is believed that
azeotropes with nonaromatic hydrocarbons havirg86  with the development of CAMD, it could be extended and
carbon atoms (e.g., cyclohexane and hept#eyhich applied in many more fields.
causes solvent losses with the distillate. To decrease the
solvent losses, the addition of stream to the distillation 2.4. DISQUAC Model
column above the solvent feed has been recommended. The
stream breaks the DMFhydrocarbon azeotrope, and DMF
\?vri]ttrr\a\;\:]aig rbgr tig?] g'xsctw;% é:an be recovered by washing it cal group-co_ntrilbution) modé’ﬁm alsq can be used to

. ' . . predict the liquid-phase activity coefficients, but not as

(2) Separation of Ethanol and Water. This mixture extensively as the UNIFAC models.
forms a minimum-boiling azeotrope, and thus, a third solvent 1o main features of DISQUAC are as follows: (i) The
is needed to add into grlgemlxtur_e. Th1e07s_olvent for this system ¢ya| molecular volumesr;; surfaces,q; and molecular
proposed by Lei et df>'®and Li et al-*"is ethylene glycol. g, face fractionsy;; of the compounds present in the mixture
This solvent will allow the recovery of ethanol in the distillate 5,6 calculated additively on the basis of the group volumes,

with a predicted relative volatility of 2.54. However, Braam Rs, and surfacesQg, similar to the UNIFAC models. As
and Izak®found that the first solvent generated by CAMD | jjume and surface units. the volurey,, and surface
’ 49 )

for this system is hexachlorobutadiene, which causes 8Qcy,, of methane are taken arbitrarfi? (i) The partition
relative volatility more than 3 times higher. This solvent was funétion is factorized into two terms in such a way that the
tested and performed very well. N excess functions are calculated as the sum of three contribu-
The solvents to reverse the relative VOlatlllty of the system tions: a dispersive (D|S) term, which represents the contri-
were also generated to facilitate the recovery of water in the pytion from the dispersive forces; a quasichemical (QUAC)
distillate. In this case, the best solvent generated by CAMD term, which arises from the anisotropy of the force fields
is dodecane for this interesting separation. created by the solution molecules; and a combinatorial term,
(3) Other Systems Separation of the systems of acetone/ which is represented by the FlerjHuggins equatiod3?
methanol, ethanol/ethyl acetate and methanol/methyl acetateThus,
has also been studied by Braam and #aky means of

In the family of group-contribution methods, apart from
the UNIFAC models, the DISQUAC (dispersive-quasichemi-

CAMD. For separating acetone and methanol, dimethyl GE = GECOMB | GEDIS | gEQUAC (2.27)
sulfoxide (DMSO) generated by CAMD is assumed to be
the best alternative to water that is commonly used in Iny, = In yCOMB 4 1n yP'S 4 In yQUAC  (2.28)

industry. For separating ethanol and ethyl acetate, diethylene

glycol and DMSO generated by CAMD were tested experi- (i) The interaction parameters are assumed to be dependent
mentally to be the potential alternatives. For separating gn the molecular structure. (iv) The value= 4 for the
methanol and methyl acetate, tetrachloroethylene generate¢qordination number is used for all of the polar contacts.
by CAMD was tested and performed very well. Therefore, Tpjs represents one of the more important shortcomings of
it is suggested that tetrachloroethylene should replaceihe model and is partially counteracted via the hypothesis
2-methoxyethanol, which is now used as the industrial of considering structure-dependent interaction parameters.
solvent. The equations used to calculate the DIS and QUAC
Gani et af’ studied the separation of the systems of contributions toy; are described in detail by Gonzalez et
ethanol/water; acetic/water; and styrene/xylene, which forms g| 132-138 The temperature dependence of the interaction
azeotropes, and the best solvents as entrainers in fiquid parameters is expressed in terms of the DIS and QUAC
liquid extraction and extractive (or aze_otroplc_:) distillation interchange coefficienté)SD,;'ls and CSJ’AC, wheres = | are
were sel_ected by means of CAMD. But it is pointed out that o contact surfaces present in the mixture brd. (Gibbs
the (_:hOlce of thes_e solvents str_ongly depends on theenergy),l = 2 (enthalpy), and = 3 (heat capacity). In the
condltlo_ns under which the separations are performed (e-g-vDISQUAC model, the proximity and steric effects are taken
separation temperature and pressure). into account, which is different from in the UNIFAC models.
Only some typical and important systems are covered here, Kehiaian et al3*43first proposed the DISQUAC model
but there are still too many applications of CAMD in and applied it to the prediction of sotidiquid equilibria in
separation processes to be summarized. Interested readefie mixtures ofh-alkylbenzene and-alkane and thermody-
may refer to the references listed in this section. However, namic behavior of binary liquid organic mixtures. The
CAMD based on UNIFAC models is very desirable in research group of Gonzalez et#};129132°138 gre always
material design. By means of CAMD, the experiment engaged in a systematic study on the ability of DISQUAC
working is greatly decreased in a search for the best solventsmodel to predict SLE (soligliquid equilibria), LLE, VLE,
CAMD as a useful tool plays an important role in finding and excess enthalpyHE, of the mixtures. Systematic
the solvent and shortening the search time. comparison between the results from DISQUAC model and
Unfortunately, for liquid solvents with low molecular those from the modified UNIFAC model has been done for
weights, there are still about 54% of the UNIFAC group the systems in which the interaction parameters are available
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in both models. It was concluded that the DISQUAC model whereU; is the potential energy of componénAHY is the
provides a more reliable prediction than the modified enthalpy of evaporationC is a constant, a function of
UNIFAC model, especially in the case of linear, branched, temperature, the parachor ratio of the two components, and
and cyclic isomers. the number of carbon atoms in the solute and solvent
The DISQUAC model is not popularly used for predicting molecules;T is the absolute temperature; aRds the gas
liquid-phase activity coefficients in that the equations of the constant. The same variety of systems covered in the

DISQUAC model are more complicated than those of the Pierotti-DealDerr method is also included in this approach.
UNIFAC models, so many parameters have to be determined,

and some of them are not directly available. Additionally, 2.7. Weimer —Prausnitz Model
the group interaction parameters in the DISQUAC model
are not as complete as in the UNIFAC models, although the
DISQUAC model improves the prediction of the UNIFAC
models.

2.5. Pierotti —Deal—Derr Model

Starting with the HildebrandSchatchard model for non-
polar mixtures, Weimer and Prausnftz developed an
expression for evaluating values of hydrocarbons in polar
solvents,

RTInys =V,[(4, — 1,)* + 1> — 2p,)] +
The Pierotti-Deal-Derr modet*#is one of those models 2 At = %) ! \;2] V.
that use only pure component parameters to predict liquid- RTlIn—=+1—-2 (2.35)
phase activity coefficients at infinite dilution and thus deduce Vi Vi
relative volatility at infinite dilution in separation pro- _ o
cessed4s-157 whereV; is the molar volume of pure componeni, is the
Activity coefficients at infinite dilution are correlated to  nonpolar solubility parameters; is the polar solubility
the number of carbon atoms of the solute and solvent (Parameter[T is the absolute temperature, aRds the gas
andn,). For the members of homologous series HEGEK1 constant. The subscript 1 represents th_e polar solvent and
(solute) in the members of the homologous series H{G¥, subscript 2 is the hydrocarbon solute with

F n C = ke, 2.36
g y7 = A+ n_2 + an_l + n_l +Dy(n, — ny)* (2.29) Y1z ! (2.36)
2 2 ! Later, Helpinstill and Van Winké8suggested that eq 2.35

where the constants are functions of temperats@ndF, is improved by considering the small polar solubility
are functions of the solvent serieg; is a function of the ~ Parameter of the hydrocarbon (olefins and aromatics):

solute seriesh;» is a function of both, an@®, is independent

of both. RTIn 5 = V,[(2, — 12)2 + (1, — Tz)2 —2Yy +
For zero members of a series, for example, water for v, Vv,
alcohol, no infinite value fory™ is obtained. Instead, by RTlInG-+ 11— (2.37)
convention, any terms containing arfor the zero members 1 L
are incorporated in the corresponding coefficient. So for _ 2
n-alcohols in water, Y1 =Ky — 7)) (2.38)
Ig y3 =K + B,n, + C/n, (2.30) For saturated hydrocarbons,
Notice that the ternbo(n; — ny)? is incorporated into the Y1, =0.399¢, — Tz)z (2.39)
K constant becauda, is smaller than the other coefficients
by a factor of 1000. Therefore, this term is insignificant. In For unsaturated hydrocarbons,
eq 2.30, onhK is a function of the solute and solveB is 5
always the same when water is the solvent, éads the Y1, =0.388¢; — 7)) (2.40)
same forn-alcohol solutes. This is shown better from the )
following homologous series in water at 100: For aromatics,
— 32
n-alcohols: 1gy? = —0.420+ 0.517, + 2220 (2.31) 1= 04476, — 7)) (2.41)

n
! The termy1, corresponds to the induction energy between
o 0.320 the polar and nonpolar components. Since no chemical effects
n-aldehydes: Igy = —0.650+ 0.51/h, + n, (2.32) are considered, the correlation should not be used for solvents
showing strong hydrogen bonding.

where the coefficienB is the same in both cases. Although these three methods also declare the quantitative
structure-property relationships, their parameters are very
2.6. Parachor Model limited, which leads to their narrow application in separation

- - e . processes, so these methods have been rarely reported in
Activity coefficients at infinite dilution are obtained from  o.aont years.

the following relationship,

1 2.8. Prausnitz and Anderson Theory

0 _ 12 1/2y2
971 = 2.3OCRT[U1 CU; 2] (2.33) Separation of hydrocarbon mixtures with the polar solvents

Vv as entrainers has been practiced in industry for many years,
Ui =AH] —RT (2.34) although there has been only limited understanding of the
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fundamental phase equilibria that forms the thermodynamic Table 3. The Solvents for Separating Ethane (1) and
basis of this operation. It is known that the addition of polar Ethylene (2)

solvents to a hydrocarbon mixture generally results in dipole moment, relative selectivity,
increased volatilities of paraffins relative to naphthenes, solvent u (Debye) volatility, o7, S,
olefins, diolefins, and alkynes and increased volatilities of “(oyene 1.23 084 0.83
naphthenes relative to aromatics. Therefore, the addition of xylene 0-1.47 0.90 0.89
a polar solvent enables facile separation of certain mixtures m-1.13
that otherwise can only be separated with difficulty. Prausnitz p-0
and Anderson theof§# tries to explain the selectivity of Letralhydmf“ra” 512 0.97 0'92
hydrocarbons from the viewpoint of molecular thermody- o, 2cetate . 0.9 9-9
yar , p : I Y- ethyl acetate 6.27 1.01 1.00
namics and intermolecular forces. The interaction fqr_ces pyridine 7.44 1.02 1.01
between the solvent and the component are broadly divided acetone 8.97 1.08 1.07
into two types, , that is, physical force and chemical force. ACN 11.47 124 1.23
The true state in the solution is undoubtedly a hybrid of these PMF 12.88 1.20 119
WO f dimethyl 13.34 1.19 1.18
WO forces. sulfoxide

NMP 13.64 1.14 1.13

2.8.1. Physical Force

The selectivity is related to the various energy terms jystrate the physical force. It is known that the order of the
leading to the desired nonideality of solution and can be yolar volume of a C4 mixture is as follows:

expressed in such a manner.

butane> butene> butadiene> butyne

RTIN Sy = 103 (v = Vall + [Val0s = 07)° - According to eq 2.44, the order of volatilities of a C4 mixt
ccording to e . , the order ofr volatiities or a mixture
Va(Oy, — 097 + [2Vakys — 2VoE,)] (2.42) gloeq

is in the same order,

where subscripts-13 represent solvent, the light component, butane> butene> butadiene> butyne

and the heavy component to be separated in one separation

process, respectively, antli is the molar volume of  However, in order to have a much higher selectivity, the

component. polar solubility parameter of the solvents should be as great
The three bracketed terms in eq 2.42 show, respectively,as possible. That is why such solvents as ACN, DMF, and

the separate contributions of physical force to the selectivity, NMP with high polarity and small molar volume are used

, that is, the polar effect, the dispersion effect, and the for this separation.

inductive effect of the solvent. It is convenient to rewrite eq  Another example deals with the separation of ethane (1)

2.42 as and ethylene (2)° The experimental results are listed in
Table 3, in which the solvent polarity is characterized by
RTINS;=P+D+1 (2.43)  the dipole moment. It can be seen that with an increase in

the dipole moment, relative volatility and selectivity at

where infinite dilution also approximately increase, which is

consistent with the Prausnitz and Anderson theory.

2.8.2. Chemical Force

For components with identical size, solvent polarity is not
useful, and selectivity on the basis of a physical effect is
not promising. In such cases, selectivity must be based on
chemical force, which will selectively increase the interaction
between the solvent and the components to be separated.
However, examples of separating components with identical
size are rare.

Postulated in the chemical viewpoint of solutions is that
nonideality in solution arises because of association and
. . solvation. In accordance with this concept, the true species

Of course, in the special case that components 2 and 3j, sojution are loosely bonded aggregates consisting of two
are identical in size, the polar term vanlshes. This means or more) molecules of the same species (association) or of
that the physical force cannnot play a role in separating the gitferent species (solvation). That is to say, the solvent and
hydrocarbon mixture. In this case, the chemical force is e component can form complexes. Such complexes are
dominant and can be used to explain the separation phegjieved to be the result of acidase interactions following

nomena, as is discussed in the following text. _ the Lewis definitions that a base is an electron donor and
Equation 2.44 not only shows the effect of molecular size {hat an acid is an electron accepter.

but also predicts that when one separates hydrocarbons of £, example, for the separation of a C4 mixture, the
different molar volumes, the selectivity is sensitive to the fluidity of the electron cloud is different for the group-C,
polar solubility parameter. It indicates that the effectiveness C=C, C=C—C=C, C=C and in the following order:
of a solvent depends on its polarity, which should be large,
and on its molar volume, which should be small. C—C < C=C < C=C-C=C < C=C

One example of separating a C4 mixture (mainly contain-
ing butane, butene, butadiene, and butyne) is given to The greater the fluidity is, the easier the group is polarized.

P= (51p2(V2 —Vy)
D = Vy(810 = 09" = V301 — 03)°
| =2V3815— 2Voés,
It is found that the polar terr® is considerably larger than
the sum ofD andl, and frequently, very much larger. Thus,

eq 2.43 becomes

RTIN Sy3= 0,5V, — Vo) (2.44)
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Since Huron and Vida#® proposed an approach that
allowed incorporation of excess Gibbs ener®?, models
into the mixing rules for cubic equations of state, many
group-contribution equations of state have been developed.
One of them is the PSRK (Predictive SoaxRedlich—
Kwong) model proposed by Holderbaum and Gmehliitg,
in which the PSRK mixing rule combines the UNIFAC
model with the SRK (SoaveRedlich—Kwong) equation of
statet®>175 A comparison with other group-contribution
equations of state, such as the MHV2 (modified Huton
Vidal ith order)"617° LCVM (linear combination of Vidal
electron donor electron acceptor and Michelsen mixing rulesf® W—S (Wong-Sandler).8!
(base) (acid) UNIWAALS (UNIFAC + van der Waals)®? GCEOS
(group-contribution equation of stafy, °*and so on, shows
Figure 2. Schematic diagram of molecular interaction between that the PSRK model has some very important advantages:
DMF and cis-2-butene (arrow shows donation of electrons). (i) the PSRK mixing rule has a well-defined reference state
(the liquid mixture at atmospheric pressure), whereby the
constanthA, = —0.64663 used in the PSRK mixing rule is
basically calculated using experimental liquid volumes in the
saturated state of a large number of substances at atmospheric
C—C < C=C < C=C—C=C < C=C pressure; .(ii) the_ PSRK model gives _rgliable results for
vapor-liquid equilibria and gas solubility over a large
; ; temperature and pressure range; and (jii) the parameter matrix
which means that the chemical force between solvent andof the PSRK model is much larger than that of other group-

butyne is the greatest, whereas it is the smallest between S ; . !
solvent and butane contribution equations of state, which provides a larger range

—y . : ; of applicability.
So the volatilities of a C4 mixture are in the following The PSRK model is based on the modified Seave

Accordingly, the base of C4 hydrocarbons is in the same
order,

order: Redlich—Kwong (SRK) equation of stat® as follows:
butane> butene> butadiene> butyne
’ p= RT a0 (2.45)
which is consistent with the results from experimefits? v—Db w(v+Dhb) '

A schematic diagram of molecular interaction between DMF ] _

and cis-2-butene is shown in Figure 2, where the electron Wherea, b, andc are equation parameters, ani the molar
cloud of group G=C is captured by the function group of Volume. The pure component parametefsand b; are
DMF. Actually, physical and chemical forces exist simul- Obtained from the critical datd. and P. of the pure
taneously in the solution. Possibly in some cases, one isComponents,

predominant, and the other is minor.

The limitation of this theory is that it is suitable only for _ FQZTCJ2
the separation of nonpolar systems. But in chemical engi- 8 (T) = 0-42748—Pci a;(T) (2.46)

neering, polarpolar and nonpolarpolar systems are often

encountered, and in this case, the molecular interaction may RT..

be more complicated. But the idea of physical and chemical b = 0.08664—= (2.47)
forces is valuable and may be adopted. For instance, for the Pei

separation of acetic acid and water with tributylamine as the _

entrainer, the chemical force between acetic acid andWhereoi(T) can be obtained from pure component vapor
tributylamine is very strong and has been verified by IR Pressures using the Mathia€opeman parametéfcy, cz;,
(infrared spectra) and GEMS (gas chromatographymass andcs; fitted to experimental vapor pressure data,

spectrometry) techniqué&’16t
(M) =1+ cy(1— YT ) + o — YT )2+
2.9. Group Contribution Equations of State c3i(1— VT2 (2.48)

Prediction of phase equilibria for a gaseous compound
(low boiling point compound)- liquid solvent systems at  or the generalized form using the acentric factor
high temperatures and pressures is very important in many

chemical processes, such as gas hydrate, purification, and c,; = 0.48+ 1.574v, — 0.176w/°
refining of natural oils and derivatives by supercritical '
fluids 162 Predictive molecular thermodynamic models are C;=0,¢5,=0

developing along two ways: activity coefficient models and

equations of state, but under high temperature and pressure Applying equation of state to mixtures, the parametty
state, mixtures of a low boiling point compound (gaseous and b can be calculated using the PSRK mixing rule.
compound) and a liquid solvent show complex phase Therefore, the pure component parame&(3), bi and the
behavior because of a large difference in their physical excess Gibbs energy at a reference stggya dre required.
properties, such as polarities and critical properties. There-At the reference state (the liquid at atmospheric pressure),
fore, in this case, equations of state are preferred over activityan optimized ratio of the inverse packing fractior= 1.1
coefficient models. and.F = 0 is assumed, and the following relation is obtained,
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o b 3.1. The Extended UNIFAC Models

a(m) a,(T E—+ Z % g There are three kinds of predictive molecular thermody-
T " + : (2.49) namic models for solventsolid salt systems based on group-
bRT % bRT u ’ contribution method (i.e., the UNIFAC model).
In
ut+1 3.1.1. Model of Kikic et al.

E_ . Sander et al?® presented a model for the description of
Vn:r(])?jflgaot?hs-lr—e%e)r(‘éwcgoé tlgtgalculated from the UNIFAC salt effects on vaperliquid equilibria of water-solvent
o o ) mixtures. This model combines a Debyidiickel term with
For the parametds, the classical linear mixing rule is used: 3 modified UNIQUAC term with concentration-dependent
parameters. Kikic et dP° modified this model in two
b= z xb; (2.50) aspects: (1) the DebyeHickel term accounting for the long-
range (LR) electrostatic forces was calculated according to
the McMillan—Mayer solution theory as described by
Cardoso and O’Conneif? (2) the UNIQUAC term was
substituted by a UNIFAC term for the short-range (SR)
@hysical interactions with concentration-independent group
Interaction parameters.
The activity coefficientys of a solvent, s, in a solvent
solid salt mixture is calculated as

Fischer and Gmehlifdg® extended the range of application
of the PSRK model in which such gases as,CEQO,, CO,

Ar, NHz, H,S, H,, O,, and N have been introduced as new
groups. The required interaction parameters for these group
were fitted to experimental vapetiquid equilibrium data.
Afterward, Gmehling et al’® added 10 new main groups
for the gases SHNO, N,O, He, Ne, Kr, Xe, HCI, HBr, and
SFKs to the parameter matrix with the help of experimental
VLE data for low-boiling-point substances. Finally, Horst-
mann et al’®introduced additional structural groups for the o c 5
gas epoxides HF, HI, COS,FCl,, Bry, HCN, NO,, CF,, where y; ' is the Debye-Hickel term andyg and y,

Os, and CINO and fitted the corresponding group interaction represent the UNIFAC combinatorial and residual contribu-
parameters to experimental VLE data. The available PSRK/ tions?0t

UNIFAC interaction parameter sets are more than 900 given  The Debye-Hiickel term is calculated from the following
as supplementary material (please see the online version agguation as described by Macedo et'&.,

doi: 10.1016/j.fluid.2004.11.002§°

ny,=Iny2™" +1InyS+Inyt (3.1)

On the other hand, the PSRK model is not limited to the | 52" = % 1+ byl — 1 __ 2 In(1+ bv1)
description of nonpolar systems. It also can successfully be bd, 1+bvl
applied for the description of the systems containing polar (3.2)
components, supercritical components, asymmetric compo-
nents, polymers, and even electrolytes with reliable results. for the solvent s, and

The PSRK model combines the SRK equation of state with 5 1o
the UNIFAC model in the PSRK mixing rule. Similarly, r_ GAl
other simple cubic equation of states (e.g., PR (Peng In Vi T _1 + pli2 (3.3)

Robinson)) also can be combined with predictive activity

coefficient models, of course. These two combinations in ¢or the jons that are produced by the dissociation of solid
the mixing rule have also been proposed: PR/ASOG gjjis in the solvent mixture.
(PRASOG)**1%PR/UNIFAC%**7But the study on them In egs 3.2 and 3.3ls is the molecular weight of solvent

is very limited because the group parameters in the ASOG s, | is the ionic strengthgs is the molar density of pure
model are not as complete as in the UNIFAC models. In the sojvent s calculated from the DIPPR tables ((DIPPR Tables

PR/UNIFAC model, a volume translation PR equation of of physical and Thermodynamic Properties of Pure Com-
state is adopted to improve the prediction for saturated liquid nounds) d is the molar density of the solvent mixture, and

densities for the pure compounds. A andb are the DebyeHiickel parameters.
3. Solvent —Solid Salt Systems A=1.327 757x 10° d./%(DT)*? (3.4)
Phase equilibria for solvensolid salt systems are of b = 6.359 696.%(DT)" (3.5)

significant interest for the separation processes in chemical

industry since the presence of salt in the liquid phase may The density of the solvent mixture is described by the
substantially influence the phase equilibrium behavior of the following empirical equation,

systems. Even small amounts of solid salt could have an

appreciable effect on the boiling points, mutual solubility, d= z vy (3.6)
and relative volatility. The salt effect is important for different S

industrial separation processes, such as salt distillation,

extractive crystallization of salts, liquidiquid extraction, whereus is the salt-free volume fraction of the solvesin

and extractive distillation. Therefore, the predictive molecular the liquid phase and is defined as

thermodynamic models are necessary to predict phase

equilibria for solventsolid salt systems and, thus, screen vg= x’SVJZ XV (3.7)
the suitable salt rapidly for a given separation task. |
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wherex is the liquid-phase mole fraction of the solvémin

a salt-free basis, and; is the molar volume of solvent
The dielectric constanD, of the mixed solvents is obtained
from the values of the pure solvent®s and Oster's
empirical mixing rule?®® For a binary mixture, it can be
approximated to

D =D, +[(D, - 1)(2D, + 1)/2D, — (D, — 1)]v, (3.8)

The UNIFAC terms,$ andyf in eq 3.1, are calculated
by the UNIFAC model, in which the values of group volume
parameter$ and group surface area parame@dor the
ions are taken from Macedo et &2 and the group

interaction parameters between the solvent groups have no

been changed.

In the model of Kikic et al., the group interaction
parameters were estimated between ions,(Na", K,
ca&*, Ba&t, SPt, Cw, Ni¢t, Hg?t, F, CI-, Br, I,
NO;~, and CHCOO") and solvent groups (Ci OH,
CH30H, H,O, and CHCO). The group interaction param-

t

Lei et al.

N
X — Nhx;
. 1 l;hxn
X =—————

N
1-— J; Nhx
X! N (3.13)

B N
1—;quj

Activity coefficients of water and ionic components are,
respectively,

(3.12)

H

X

= (3.14)
1
X!

PP =y G (3.05)

%

eters between the solvent groups are the same as those in

the UNIFAC model. It was shown that the model of Kikic
et al. represents VLE for solventvater-salt mixtures

where y3*" and y>*" are calculated with the UNIFAC

model using mole fractions and structural parameters of

with an average accuracy of the total pressures aroundhydrat_ed components give_n_ above. There_ is no influence of
9% and the vapor-phase mole fractions around 4%. Since ithydration on activity coefficients of organic solvents.

is a predictive group-contribution method, it has a much

The model of Achard et al. only adds the tesolvent

broader range of applicability than the model of Sander interaction parameters and hydration number on the basis

et al..

3.1.2. Model of Achard et al.

Achard et af® developed a model in which the excess

of the UNIFAC model, neglecting the difference between
ion—ion interaction parameters, which, however, are con-
sidered in the model of Kikic et al., in order to reduce the
number of required parameters.

The group interaction parameters were estimated between
ions (Lit, Na", K*, Mg?*, C&", Co*t, Ba&", SPH, NH4",

Gibbs energy is assumed to result from two terms: one o- g - NO,~, and S@) and solvent groups (GH

resulting from SR interactions and the second from LR
electrostatic interactions. Thus,

Iny, =Iny>R+Iny" (3.9)

which is suitable for the solvents and ions.

An extended form of the DebyeHuckel law given by
PitzeP%2%js used to account for LR electrostatic forces,
whereas the UNIFAC model is for SR physical interactions.
Additionally, the solvation equations accounting for hydration
of ions ion aqueous solution (formation of water clusters)
are incorporated into the UNIFAC model.

OH, CHOH, H,O, and CHCO). The group interaction
parameters between the solvent groups are the same as those
in the UNIFAC model. It was shown that the model of
Achard et al. represents VLE for solverwater—salt mix-
tures with an average accuracy of the total pressures around
4% and the vapor-phase mole fractions around 4%. So the
calculated results with the model of Achard et al. are more
accurate than those with the model of Kikic et al..

3.1.3. Model of Yan et al.

The model of Yan et &% (also called LIFAC model) is
put forwarded on the basis of the LIQUAC model. The
difference between this model and the LIQUAC mdefef©

Structural parameters for hydrated components for aqueouss that the UNIQUAC equation in the LIQUAC model has

solution are the following:

R!'=R .+ NhR, (3.10)

Q¢ = Q.+ NhQ, (3.11)

whereR; andQ; refer to water, andlh, represents the infinite
dilution hydration number of grouk.

The ions in the mixture are considered to be hydrated by

been substituted by the UNIFAC equation. The excess Gibbs
energy consists of three terms: (1) a Debytickel term,
which represents the LR interactions caused by the Coulomb
electrostatic forces; (2) a virial term, which accounts for the
MR interactions caused by the iedipole effects; and (3) a
UNIFAC term, which represents the SR interactions. That
is to say,

GF =Gz + Gyr + G5r (3.16)

water (1), except for organic solvents, whose hydration Thus,
numbers are set to be zero. Moreover, it is also assumed

that solvation phenomena between organic solvents and ions
are nonexistent. In this case, the mole fractions of water and

ionic components are, respectively,

Iny,=InyR+Iny"+InySR (3.17)

for the solvents for which the concentration scale is mole
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fraction, and

Iny;=In )/J-LR +1In y]-MR +1In ijR—
IN(MJM + M, z m,,) (3.18)

on

for the ions for which the concentration scale is molality.

The LR interaction contribution to activity coefficients,

In y5R and Iny;%, can be expressed by eqgs 3.2 and 3.3 for

solvents and ions, respectively.

The MR interaction contribution to activity coefficients
for solvent s and ions, Iy~ and In %, is given as
follows:

MKZ IZ UE)Xi'

AT = S BonMgy = —— ——
on

Z Z[Bk,ion(l) + IB[(,ion(I)]Xi(mon -

on

Ivlk 2 z [Bc,a(l) + IB::,a(I)]mcma (3'19)

In y¥R = Z v In R (3.20)

2

1 5
InyM =% B (I)x, +— B, . (I)x.m_ +
71 MZ ],k( )Xk ZMZJZ k,lon( )XkrGOn
2

z,
z Bc,a(l)mc—i_; Z Z B;:,a(l)mcma (3-21)

wherex is the salt-free mole fraction of solvent grolp
My is the molecular weight of solvent group M is the
molecular weight of the mixed solveri;; is equal todB;;/

dl, »¥ is the number of groups of typein the solvents,
andy'R is the activity coefficient of groufx in the mixture
for the MR contribution.

The second virial coefficientB;j, is the interaction
coefficient between speciésandj (ion or solvent groups).
For ion—ion interaction paramet@; , and ion-solvent group
interaction parametdsyon, One obtains

Boa= Deat CaeXp1"?+0.13)  (3.22)

Beion = Bion + Cion €XPC1.22+0.13)  (3.23)

whereb;; andci;j are the MR interaction parametets;(=
by, ¢ij = ¢, andb;; = ¢ij = 0) which are determined from
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and SCN) and solvent groups (CGHOH, CH;OH, HO,
CH,CO, CCOO, and CpD). It was shown that the deviations

of vapor-phase mole fractions and temperatures in the model
of Kikic et al. are generally twice as large as those in the
model of Yan et al. under the same number of parameters
used. So the calculated results with the model of Yan et al.
are more accurate than those with the model of Kikic et al..

Unfortunately, the comparison of the model of Yan et al.
with that of Achard et al. has not been done yet. But it should
be mentioned that the group interaction parameters in the
model of Yan et al. is more complete than those in the model
of Achard et al., which would lead to a wide application in
the VLE prediction for solventsolid salt systems.

It is evident that in these three kinds of models (i.e., the
extended UNIFAC models), the UNIFAC model, in prin-
ciple, may be replaced by the ASOG model, as proposed by
Correa et at* Therefore, the ASOG model is combined with
a Debye-Huckel term to account for salt effects. In addition,
there are some other predictive models suitable for sotvent
solid salt systems, as proposed by Huh and Bae (based on
the modified double-lattice theoR}f-?*3and by Lee et a4
(based on a plausible scheme of superposing electrostatic
interaction on the short-range nonelectrostatic interactions).
But the group interaction parameters provided by them are
too limited, and thus, they are rarely used. Additionally, as
mentioned in section 2.9 (Group Contribution Equations of
State), the PR/UNIFAC model also can be extended for
prediction of phase equilibria with strong electrolytes using
the available VTPR (volume translated PerRRpbinson)
parameter®>-220 and the group interaction parameters in the
model of Yan et al..

The group-contribution methods for solversiolid salt
systems can be applied to CAMD so as to screen the suitable
salt rapidly for a given separation task, as those for sotvent
solvent systems. As a simplified presumption, a salt is
thought to be composed of one positive ion and one negative
ion, which are regarded as the groups of salts. It is
consequently easy to assemble the ions into molecules in
the same way as liquid solvents. These ions are collected in
a CAMD program by Lei et al® The combination rule is
simply that the chemical valence of a salt must be zero, which
is impossible to lead to acombination explosion because most
molecules are composed of just two groups: one positive
ion and the other negative ion. Therefore, both liquid solvents
and solid salts can be designed in one CAMD program, and
this goes an additional step in the application of CAMD.
Similarly, there are still so many group interaction parameters
missing because no experimental data are available for these
groups. This is where CAMD for solvensolid salt systems
is limited.

a large number of experimental VLE data. Therefore, the 3.2, Scaled Particle Theory
group interaction parameters have been introduced into the

MR term.

The SR interaction contribution to activity coefficients for

solvents and ions, Iy$¥ and Iny® is described by the

3.2.1. Description of Theory

By far, there are many theorf@s 224 about salt effect,
such as the electrostatic theory of DebycAulay in dilute

UNIFAC model in which the group interaction parameters electrolyte solutions, internal pressure theory of McDevit
between the solvent groups remain constant, but the ion Long, salt effect nature of Huangziqing, electrolyte solution
ion and ion-solvent group interaction parameters are set to theory of Pitzer, and scaled patrticle theory, in which the first
zero to reduce the number of required parameters becauséour theories require the experimental data to correlate the
these parameters have a minor influence on the activity model parameters or make some simplification with a limited

coefficients of the solvents.

accuracy or have no wide range to apply. But the scaled

The group interaction parameters were estimated betweerparticle theory, which is deduced from thermodynamics and

ions (Lit, Na, K*, NHs", Ca&*, Mg?", B&*, SPt, Cu™,
Zn?*, Co**, Ni?t, Hg?t, F, CI7, Br—, 17, NO;~, CH;COO,

statistical physics, has defined physical meaning, and the
required molecular parameters are readily available. Espe-
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cially in the recent years, the study of scaled particle
theony??>-232 has been further explored, since it is an a priori
predictive method, and no experimental data are needed.
For a vapor and liquid phase in equilibrium, for the solute
we know,
vV _ L
Uy =M (3.24)
In terms of the grand canonical ensemble in statistical
thermodynamics, the chemical potential of the solute in the
gas phase is given by

3

A
w = kTIn(—l) +KTInfY

= (3.25)

where

h2 12
A= (W)

andf\l’ is the gas-phase fugacity of the solute.
The chemical potential of the solute in the liquid phase is
given by

#5=KTInpAS°+97+93 (3.26)

where g'l‘ = 9Gy/dNy, representing the free energy of
introducing a hard sphere of diameter into the solvent

(electrolyte solution), an@; = 9G4dN;, representing the

Lei et al.

log %0 = KL (3.32)

wherec, is the solubility in pure solvent is the solubility

in a salt solution of concentrationy; andks is the salting
coefficient, which has a characteristic value for a given
salt—nonelectrolyte pair. A positive value & corresponds
to salting-out ¢ > c); a negative value dfs, salting-in €o

Differentiating eq 3.32 with respect t we can write in
an ordinary expression,

. Co_
IchDo log re K (3.33)

From eqgs 3.30, 3.31, and 3.33, the following equation is
derived:

dloge| 3(gh/2.3T) .
3Cs aCs c—0

3(gy/2.KT) m

e +[o(n ) p)/CY, o=k, + ks +
9Cs cs—0 I; ] = ’ ky

(3.34)

where QT is the free energy change when a cavity large

free energy needed to introduce the solute into the cavity enough to hold the nonelectrolyte molecule is formed in the

due to the soft part of the chemical potential.

Incorporating egs 3.25 and 3.26 into eq 3.24 and rear-

ranging,

gs
1
+ﬁ+ln KT

=1 (3.27)

f \%
In(—l)

P1
The mole fraction of the solute gas in the solution is

01

X, = (3.28)
2
]
Therefore, eq 3.27 can be written as
7] o1 a3
In X_l :k—_|_+k—_|_+ In(kT]z p) (3.29)

At low pressure, the fugacity in eq 3.29 can be replaced
by partial pressure. According to the Henry equation, the
gas solubility at low solute concentration is described by the
following equation:

P, = Hyx; = Hic, (3.30)
After eq 3.29 is combined with eq 3.30, we obtain
g 2 + g + In(kT )
KT JZ :

InH, =— 3.31
150 (3.31)

The solubility of a nonelectrolyte in a salt solution with

low salt concentration is given by the Setschenow equation,

solution,d; is the free energy change when the nonelectro-
lyte is introduced into the cavity, anglis the number density

of a solution species,, kg, andk, represent the contributions

to the salting coefficient of each of the three terms on the
right-hand side of eq 3.34. The problem now becomes one
of deriving general expression f&g, ks, andk, in terms of
parameters characteristic of the nonelectrolyte and the ions
of the salts.

To find ks for a particular system, it is necessary to know
(1) the apparent molar volume, of the salt at infinite
dilution;233.234(2) the diametersoi, 04) and polarizabilities
(a3, ay) of cation and anion; and (3) the diameters, (02)
and polarizabilitiesds, o) of the nonelectrolyte and solvent
molecules.

3.2.2. Salt Effect on Relative Volatility at Infinite Dilution

In separation processes, it is advisable to have theoretical
guidance in the selection of a suitable solid $&lfor this
purpose, scaled particle theory is recommended to elucidate
the effect of solid salt on separation factor (or selectivity
and relative volatility).

An important state to select and evaluate solvents is at
infinite dilution of the nonelectrolyte in the separation
processes. It is assumed that the system is composed of the
solvent, salt, and components A and B, both of which are
nonelectrolyte. But when components A and B are in the
case of infinite dilution, it is known that component B has
no influence on the system composed of the solvent, salt,
and component A. On the other hand, component A has also
no influence on the system composed of the solvent, salt
and component B. Therefore, even though scaled particle
theory in most cases applies to a ternary system, it can extend
to the systems containing more components when all
nonelectrolytes are at finite dilution.
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According to the deduction of establishing fundamental Table 4. Comparison of Relative Volatilities at Infinite Dilution
equations in scaled particle theory, the vapor partial pressure€tween Calculated and Experimental Values for the System of
of nonelectrolytes in the solutions are always constant under2MF/C4 with Solid Salt at T, = 303.15 K andT, = 323.15 K
the same temperature in the case of salt and no salt. s s s s
Assume that the system is composed of solvent and T L . T T T T T
COTpOfne”tt.S A ar;d B with lo‘t"’ ;onczngatlons. The IthUIId calcdvalue 4.43 375 250 226 205 187 174 166
mofar Iractions of components A and b are, reSpeClively, exptvaiye 4.53 373 255 228 211 194 185 176
Xo1 andxo, corresponding to concentratioasg andco. (Mol relerror,% 221 054 1.96 0.88 284 361 595 568
L™1. When the system attains the state of vagimuid
equilibrium, the vapor mo"'a;r fractions of component A and Table 5. Comparison of Relative Volatilities at Infinite Dilution
component B are, respectivelys; and yoz, corresponding  between Calculated and Experimental Values for the System of
to vapor pressur®q; andPg,. The total pressure iB,, and ACN/C3 with Solid Salt at Different Temperatures
component A is more volatile than component B in the

solvent. It is required that the temperature and solute vapor pu ex(;;lz o
artial pressureRq; and Py, be kept constant when addin o

Ealt to {)he system. In the case o? adding salt, it is assungwed T ke ko o, Value value error (%)

that the liquid molar fractions of components A and B are, ggg; 8-2822 8-2222 1-23 i-gé i-gé g-gé

respectively x; andx,, corresponding to concentrations 3032 06000 05450 165 187 190 158

andc, (mol L™*) and vapor partial pressuRa = Po, andP, 3122 0.6000 0.5428 164 186 1.84 1.09

= Po2. The total pressure of the system with saltHs 3242 05977 05399 162 1.84 179 2.79

Therefore, we can write
The value ofay can be derived from experiment or

Coi/Cs = X% _ Yo Yi% Yorz _% PoaP2 _% calculation using a vapor pressure equation and liquid activity
CodCr  XodXo  YorXor Yo% Yo1 @9 PooPi 0 coefficient equation. According to eq 3.39, it is convenient
(3.35) to obtain the values ofx just by calculating salting

coefficients in terms of scaled particle theory.

whereas and o, are relative volatilities of components A

and B at finite dilution with salt and without salt, respec- 3-2.3. Case Study

tively. From eq 3.32, for components A and B, (1) The System of DMF/C4.The investigated system is
composed of DMF, the solid salt NaSCN with weight

o Co1 _ c (3.36) fraction 10% in DMF, and a C4 mixtufé® We use the
9 c, = koG ' numbers 1, 2, 3, 4, and 5 and s to representitane, butene-
1, trans-2-butenecis-2-butene, 1,3-butadiene, and solid salt,
Coz respectively.
IOQE = ksfs (3.37) In terms of scaled particle theory, the three tekgisks,

and k, were calculated, and the sequence of salting coef-

In terms of the definition of relative volatility (see eq 2.27) ficients isksy > ks2 > kea > ks, Which is reasonable because

: the fluidity of the electron cloud of the C4 mixture is
and egs 3.35, 3.36 and 3.37, we obtain different, and thus, the interaction between salt and C4
a, component is in the following order: butare butene<
=5 = 10k ke (3.38) butadiene< butyne. Furthermoreks, ks, Kss, andkss are
8 larger than zero, which means that the salt effect of the C4

mixture is salting out.
When components A and B are at infinite dilution, it becomes  The relative volatilities at infinite dilution of the C4
mixture with salt were calculated by using eq 3.39. To
a ke eyaluate the accuracy, the calculat_ed v_alues were compared
— = 10 (3.39)  with the experimental values, as given in Table 4. It can be
seen that the calculated values are in good agreement with
the experimental values. This indicates that scaled particle
where a; and a; represent relative volatilities at infinite  theory can be successfully applied for this system.
dilution with salt and without salt, respectively. (2) The System of ACN/C3.The investigated system is
Equation 3.39 discloses the relationship of salting coef- composed of ACN (acetonitrile), the solid salt NaSCN with
ficients and relative volatilities at infinite dilution and weight fraction 10% in ACN, and a C3 (propane and
constructs a bridge between microscale and macroscale. Evepropylene). The expressions ki, ks, k, are deduced in the
if the calculated salting coefficients are not accurate due to same way.
the current limitation of scaled particle theory, it is not  The salt coefficientsks; andksy, and relative volatilities
difficult to judge the magnitude d&; andks; by conventional at infinite dilution at different temperatures are given in Table
thermodynamics knowledge and decide whether it is advan-5, where we use the numbers 1 and 2 and s to represent
tageous to improve the relative volatilities with salt. From propane, propylene, and salt, respectively. It can be seen that
eq 3.39, it is concluded that ik > ks, with low salt the calculated results from scaled particle theory are reliable
concentration, the relative volatilities of components to be for the system of ACN/C3 with solid salt with a relative
separated will be increased by adding salt; the greater theerror of <5%. Formerly, the solvents ACN and DMF were
difference betweeks; andks,, the more apparent the effect optimized by adding a little water to improve the relative
of improving the relative volatility. volatilities of the nonelectrolytes. But we know that ACN

EF
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and DMF are prone to hydrolyze, which limits their use in polymers, solvents, plasticizers, antiplasticizers, and diluents.
industry. The solid salts do not bring this problem and, thus, Predictive thermodynamic models for describing phase
can substitute for water to increase the separation ability of equilibria of polymer-solvent systems can be classified
solvents. into two general categories: activity coefficient models

(3) The System of Ethylene Glycol/Ethanol/WaterThe (e.g., UNIFAC-FV242248 entropic-FV?249250FH/Hanser>!
investigated system is composed of ethylene glycol, solid GK-FV?*® and UNIFAC-ZM5225%) and equations of state
salt potassium acetate (KAc) with weight fraction 10% in (e.g., PSRK>®GC-Flory EOS$*525°and GCLF EO%0269),
ethylene glycol, ethanol (1), and water (2). In many industrial Equations of state are preferred over activity coefficient
plants, the mixture of ethanol and water are separated, withmodels in that equations of state can disclose the dependence
ethylene glycol added KAc as entrainer. In terms of scaled of phase volume on pressure, which is especially important
particle theory, the reason can be explained. Because then estimating the swelling degree of polymers in polymer
interactions between water and KAc are stronger than processing. Moreover, the thermodynamic properties such
between alcohol and KA&s; > kso. Therefore, it is derived  as density, enthalpy, entropy, heat capacity, and so on can
from eq 3.39 that adding KAc should enhance the separationalso be calculated using equations of state.
ability of ethylene glycol. But formerly, the interpretation
of the phenomena was very vagiié:23® 4.1. Description of the Models

However, at present, the three terms of salt coefficients
in scaled particle theory are not related to the hydrogen bond
force between the solutes and solvents. Therefore, it is
difficult to calculate salt coefficients precisely in terms of
scaled particle theory for the polar solute systems, but we
can qualitatively predict the salt effect according to eq 3.39.
This also holds for other systems, such as ethylene glycol/
potassium acetate (KAc)/acetone/methanol, in which the salt
KAC is added to enhance the separation ability of ethylene
glycol 240241

Therefore, the relationship between microscale salt coef-
ficients and macroscale relative volatilities at infinite dilution
is established in terms of scaled particle theory. For the
separation of a nonpolar system (e.g., DMF/C4 and ACN/
C3), the relative volatilities at infinite dilution with salt
correspond well to experimental values. The reason may be
that C4 and C3 are nonpolar components and their sizes ar
not large, which lead to the accurate results. It is interesting
to compare the relative contribution of the three tekms
ks, andk, to the salting coefficienks. It is found thatk, is

Table 6 presents an overview of the predictive models
suitable for solventpolymer systems, illustrating how the
various physical effects are represented and which parameters
are required in each of the models. Among them, UNIFAC-
FV and GCLE EOS are the most commonly used in the
activity coefficient models and equations of state, respec-
tively, and thus will be emphasized here.

The UNIFAC-FV model is a group-contribution method
and developed on the basis of the UNIFAC model. The
UNIFAC model is known to underestimate experimental
solvent activities in polymer solutions. At the end of the
1970s, Qishi and Prausnitz extended the UNIFAC model
to polymer solutions by adding a free-volume contribution
deduced from the Prigogireé-lory—Patterson theors#2 The
arisen UNIFAC-FV model represents a group-contribution
method, which can be fairly applied to polymer solutions,
%ince the difference in thermal expansion behavior of
polymer and solvent is explicitly taken into account by the
free-volume contribution. According to UNIFAC-FV model,

very small: therefore, the salting coefficieRt mainl the solvent activity consists of three contributions: a
depyends uEJon the relative magnitudeskoind ks Y combinatorial parg’, a residual para®, and a free-volume

PR FV

However, for separating polar solute systems, salt coef- Contributiona;™,
ficients are not easy to calculate accurately in terms of scaled

, . : - Ina=Ina’+Ina¥+Ina" 4.1)

particle theory. But this does not influence our analysis of g 8, g; g, .
whether it is advantageous to add salt to a system, because c "
in most cases, it is not difficult for us to qualitatively judge Where Ing” and Ina™ are taken from the UNIFAC model.
the relative values of the salt coefficient of each component. The free-volume term, Itay-FV, is given by

Although the application of scaled particle theory to the

calculation of salt effect has the great advantages that the iy 741/3 -1 v; 1 \-1
required molecular parameters are readily available, it is Ina" =3¢ In| —z—— 173 -G F (1 - ~_1,3)
limited in some degree. For polar solutes, the scaled particle oy 1 M Y

theory can only provide qualitative analysis according to eq (4.2)

3.39. The reason may be that the hydrogen bonding between

polar solutes and polar solvent is very complicated and The reduced volumes of solvera, are given by
greater than van der Waals bonding. By far, only van der

Waals bonding is considered in scaled particle theory. uM;
Consequently, quantitative calculation for polar solutes is 15.1%r;
very difficult and inaccurate. Anyway, scaled patrticle theory

is extended to solve the problem of theoretical prediction of z Wiy,
the salt effect and promote the development of chemical - |
technology. We know any theory has its own deficiency, Um = (4.4)
but we believe that with the development of the scaled 15.1b Z rw; /M;

particle theory, the problem will be solved in the near future. |

v =

(4.3)

4. Solvent —Polymer Systems wherev; is the volume of componemtper gram, 8 is the
' number of external degrees of freedom per solvent molecule,
A typical problem in polymer processing involves the r;is the volume parametew; is the weight fractionM; is

determination of thermodynamic properties of mixtures of the molar mass of componentandb is a proportionality
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Table 6. Predictive Thermodynamic Models Used to Predict Multicomponent VLE for Solvent-Polymer Systems (a Schematic
Overview of the Representation of Various Physical Effects and of the Parameters Used in Each Model)

combinatorial free-volume energetic group group-interaction
model effects effects effects parameters parameters
entropic- derived from the UNIFAC Ry, Qk amn andanm obtained
FV/UNIFAC generalized van der from binary VLE data for
Waals partition low molecular weight
function compounds
GK-FV an empirical UNIFAC R, Qk amn andanm obtained
Staverman- from binary VLE data for
Guggenheim low molecular weight
correction added compounds

to the combina-
torial and free-
volume terms
in the entropic

FV model
UNIFAC-FV UNIFAC obtained UNIFAC R, Qx amn anda,m obtained
from Flory’s from binary VLE data for
equation of low molecular weight
state compounds
UNIFAC-ZM UNIFAC included in UNIFAC R, Qx amn anda,m obtained
the combina- from binary VLE data for
torial term low molecular weight
compounds
FH/Hansen Flory-Huggins not accounted  Hansen solubility molar volumes
for parameters and Hansen
solubility
parameters are
required for
each component
PSRK combine the SRK UNIFAC R, Qx amn andanm obtained
equation of state from binary VLE data for
with the UNIFAC low molecular weight
model in the mixing compounds
rule
GC-Flory derived from the group contribution R, Qi Ci1, €mm €mnandAe obtained
EOS generalized van der expressions Ciz C° from 1IM(aV/aT)p, AHYeP,
Waals partition and binary VLE data for
function; modification low molecular weight
of the Flory EOS, compounds

which reduces to the
ideal gas in the limit
of zero pressure and
accounts for
nonrandom mixing

revised revision of the GC- group contribution R, Qw Ck1, €mm €mnandAem, Obtained

GC-Flory EOS Flory EOS, in which expressions Ci, c‘k) from PVT, AH2", and
the extra binary binary VLE data for
entropic interaction low molecular weight
parameters are not compounds

used and some new
group parameters
are replenished

GCLFEOS derived from quasichemical v, Qmn Obtained from
Guggenheim’s theory binary VLE data for
statistical combina- low molecular weight
torial formula compounds

factor of order unity. Oishi and Prausnitz found that the dendritic polymer depends mainly on the solvent polarity,
agreement between the calculated and experimental activitiesas well as the nature and number of functional polymer
for solvents in polymer solutions is the best whes 1.28 groups. The investigated hydroxyl-functional hyperbranched
and c (for many solvents) is set to 1.1. polyethers and polyesters dissolved in strongly polar solvents
In the UNIFAC-FV model, the UNIFAC model, in  such as water and ethanol represent soft globular structures
principle, may be replaced by the ASOG model. Thus, the with a comparatively large hydrodynamic volume, allowing
ASOG-FV model was proposed by Tochigi et'&26°But for penetration of the solvent molecules and, therefore,
the UNIFAC-FV model is built upon the extensive UNIFAC interactions between the solvent and all polymer structural
work for small molecules and, thus, has a relatively large units, so a polymer solution should be described in such a
number of group parameters available. way that a model considers the contribution of all structural
We have evaluated the potential of UNIFAC-FV to predict units to the solvent residual activities. It was confirmed that
VLE in dendrimer-solvent and hyperbranched polymer  the calculated results from the UNIFAC-FV model are in
solvent system&® The dendritic polymers, hydroxyl- good agreement with those from experiments.
functional macromolecules, are present, and their solutions Wibawa et aP53?%*revised the UNIFAC group interaction
in polar solvents are studied. The hydrodynamic radius of a in the UNIFAC-FV model, since the nature of molecular
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energy interactions of solvenpolymer systems is different
from that of the low molecular weight compounds. A total

Lei et al.

say, to fill the gap of missing group parameters, the amount
of experimental work is apparently too large, since all the

of 142 binary systems that consisted of 16 polymers and 36 data cannot be found in the literature. Therefore, it is possible
solvents over a wide range of concentrations were collectedto extend the group parameter matrix of the GCLF EOS when
to correlate 46 pairs of group interaction parameters. A the experiments are time-consuming and expensive under
significant improvement of prediction results was achieved extreme conditions.
by the UNIFAC-FV model from 20.0 to 10.8% absolute ]
average deviation (AAD) in solvent activities for the systems 4.2.1. Equation of State
containing polar solvents and from 16.7 to 10.9% AAD for  The GCLF EOS is derived on the basis of the Panayietou
overall systems. Compared with other predictive models, vvera EOS70271and is of the form
such as entropic-FV, GK-FV, and UNIFAC-ZM models, the
v
In(;, — 1) +

UNIFAC-FV model gave the best results.
But it should be noted that the activity coefficient models

whereP, T, and 7 are the reduced pressure, temperature,

and molar volume, respectively, and defined by

P

T

02

Zz
2

|n(¢) (4.5)
for solvent-polymer systems (e.g., UNIFAC-FV, entropic-
FV, GK-FV, and UNIFAC-ZM) require pure component and
mixture densities. It is sometimes difficult to find accurate

density data for both solvent and polymer at the temperatures

of the system, and prediction results from these models are N I . qlr

rather sensitive to the pure component and mixture densities. P= P T YT e 0= v+ —1
From this viewpoint, equations of state (e.g., GCLF EOS), (4.6)
in which only the molecular structures are inputted, are more 7% Ze*

convenient. Another advantage of equations of state is that P* = 2 * = R’ vF = 4.7)
they can declare the effect of pressure on phase equilibria. Yh

42 GCLE EOS zg=(z— 2 +2 (4.8)

z=10, R=8.314Jmol* K1,
v, = 9.75x 10 °m’ kmol™*

Among the equations of state for polymesolvent sys-
tems, the group-contribution lattice-fluid equation of state
(GCLF EOS) has unique features. The only input required
for this model is the molecular structures of polymer and whereq is the interaction surface area parameteis the
solvent in terms of their functional groups. At extreme number of lattice sites occupied by a molecuteis the
conditions (very high pressure and very low temperature), coordination numberR is the universal gas constamnt; is
it is very difficult to carry out an experiment, and thus, a the volume of a lattice site; an@*, T*and v* are referred
predictive model is indispensable. Unfortunately, the number to as scaling parameters.
of group parameters available for the GCLF EOS is This equation of state contains two adjustable param-
somewhat limited and involves only 24 main groups and 47 eters: the molecular interaction energs,and the molecular
subgroups. There are many gaps in the group interactionreference volume;*. Once these two parameters are known,
parameter table provided by Lee and Darifer. all of the remaining parameters in eq 4.5 can be determined

We have tried to fill the missing group interaction from eqs 4.6-4.8 at a given temperature and pressure.
parameters of the GCLF EOS on the basis of the principle Properties of a system can then be determined by solving
that all the group parameters can be obtained using only pureeq 4.5 with respect to reduced volume.
component and binary equilibrium properties of low molec-  For pure components, the molecular interaction energy
ular weight components, and PVT data of polymers are not petween like molecules;, is obtained from the following
needed. In other words, the group interaction eneggy, ( mixing rule,
€1 € and reference volume parameteRs |, Ry Rk
may be derived by means of an equations of state (EOS);
for example, PengRobinson (PR) EOS or its modifica-
tion.*®” The group binary interaction parametess,, may
be derived using activity coefficient models; for example, Whereeis the group interaction energy between like groups
the UNIFAC model. The accuracy and reliability of the PR
EOS or its modifications for predicting@—V—T behavior T T\2
of low molecular weight pure compounds and the UNIFAC 8= ST & k(—) + GZk(_)
model for predicting the activity coefficient of a low ’ “\To “\To
molecular weight binary system have already been accepted., , . o

Of course, one possibility to obtain the necessary informa- T (K) is the system temperature, affiglis arb|t.rar|l3(/i)set to
tion is to carry out experimental measurements for the pure 273.15 K. The group surface area fractior®,’, are
component and the mixture of interest, but measurements€xpressed by
are often very time-consuming and expensive. For example,
for 10 newly added groups (assuming that they belong to
different main groups), there are 105 group parameters to
be correlated. If an average number of 10 data points is
required to determine one group parameter, in total there
are 1050 data points to be measured. However, the existing A
parameter matrix of the UNIFAC model is developed to Wherenﬂ) is the number of grouk in component, and Qx
include 64 main groups and over 100 subgroups. That is tois the dimensionless surface area parameter of gko&as

=2 3 OlOn(euem ™ (4.9)

(4.10)

(4.11)
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used in the UNIFAC model mentioned above. The molecular In GCLF EOS, the weight fraction activity coefficient
reference volumey, is calculated from the group reference (WFAC) of component in the mixture is also given and
volume parametefR, using the following mixing rule: expressed as

x_ N a0 U
=N n 4.12 Ui
Ui Z R ( ) |nQi:|n\%—|n¢l Invv,+|n:'+
I
whereR is given by q In(~ b _ 1) n qi(zeiyg_ 0_ Q) T I
1 (T) (T)2 (4 13) v—1 U Ti T 2
R 1 [Rot Rl + Rel) | (4.26)
For a binary mixture, the basic form of eq 4.5 is X X"
y q @ = = (4.27)

unchanged, and thus, the solving procedure is similar to that
of pure components. But the following mixing rules are

introduced:

e = 51611 + 52622 - alazflee, Ae =€+ €5, — 2€4,

(4.14)
€12= (611622)1/2(1 — ko) (4.15)
€ = Z Z ®E)®Q(ekkemn)1/2 (4.16)
=5 > eiela,, (4.17)
_ (i)

. NQx Z M

OY=—— 6= _ (4.19)
Yo, Yo

where oy, is the group binary interaction paramet@

andO™ are the surface area fraction of grokim the pure
component and in the mixture, respectively; and, is the

where the subscriptrepresents a pure componémny; and

@i are the weight and volume fractions of componkint

the mixture, respectively; ari], is the surface area fraction

of the pure componeiiat the same temperature and pressure
as the mixture. The activity coefficient defined by mole
fraction is not appropriate to represent polymer solutions
because the difference of molecular weight between solvent
and polymer is usually too large.

Therefore, the group parametessy ek, €k Rok Rik
Rok omn) should be given beforehand to solve the above
equations. In principle, they can be derived from the
properties of low molecular weight compounds.

Since eq 4.5 is of the form of transcendental equations,
the calculation of densities (or molar volumes) is more
complicated than that of common cubic equations of state
(e.g., van der Waals, Redlietkwong, Peng-Robinson
equations of state, etc.). It is known that cubic equations of
state can be transformed into cubic polynomials with respect
to molar volume. Unfortunately, even for these simple forms,
we often get into trouble when solving them using the
traditional Newton-Raphson method because unreasonable
densities (or molar volumes) arise. As we know, most of

nonrandomness parameter between molecules 1 and 2. Théhe equations of state are of the characteristics of multiple
guasichemical approach gives the following relationship peaks, and the NewterRaphson method is valid only for

among the nonrandomness parameters:

r, I
w2z p(e (4.20)
Other parameters are calculated from
r:zxiri, quxiqi, 9=Zei (4.21)
n=1uvlv,zq=(z—2); +2 (4.22)
zqN; aN; q/ri

0, = = =- (4.23)

— ZaN. N O
gi:L:q'_N':ﬁ (4.24)

zy gN a a
Elrll + 521;12 = 521;22 + e_lrlz =1 (4.25)

where6; is the molecular surface fraction of componént

on a hole-free basis.

solving local extremum. Thus, the converged results strongly
depend on the initial values. The appropriate initial values
are often in a very narrow range at high pressure. To find
all of the meaningful roots, various initial values should be
set by trial and error. For a one-stage equilibrium calculation,
it may be possible to discard unmeaningful roots im-
mediately, but for multistage equilibrium calculation, this
would not be feasible. For this purpose, we have explored
an algorithm for solving GCLF EOS from physical insight.
The details about this algorithm are described in our previous
publication?6”

Lee and Dannéf investigated the prediction results of
activity coefficients of solvents in polymers at finite solvent
concentrations for different predictive models. The systems
of n-pentane/polyisobutylene, toluene/polystyrene, benzene/
poly(vinyl acetate), methyl ethyl ketone/poly(methyl meth-
acrylate), and benzene/poly(dimethyl siloxane) at a given
temperature were concerned. It was found that GCLF EOS
provides more accurate predictions than the UNIFAC-FV,
the revised GC-Flory EOS, and the entropic FV models.

Later, Lee and Dann& also investigated the prediction
results of activity coefficients of solvents in polymers at
infinite dilution for different predictive models. A large
amount of experimental data for various solvepblymer
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Figure 3. Solvent activity versus solvent weight fraction for the Solvent weight fraction

system of benzene/PIB (polyisobutylene) at 313.2 K. The calculated Figure 4. Solvent activity versus solvent weight fraction for the
results from five kinds of models are compared with those from system of propanol/PVAc at 353.2 K. The calculated results from
experiments$34 five kinds of models are compared with those from experirdént.

systems was collected, and extensive statistical analyses wer@ranslation parameter is introduced to improve the description
performed. The prediction results of GCLF EOS were of saturated liquid densities, especially for polar components.
compared with those of the UNIFAC-FV, the revised GC- (i) Fitting methods were used to minimize the deviations
Flory EOS, and the entropic FV models. The GCLF gives bhetween the values from VTPR EOS and GCLF EOS so as
the best predictions for nonpolar and weakly polar solvents, to correlate the six paramete® (, €1k, €2 Rox Rik Rox)
whereas the entropic FV model gives the best results for simultaneously. The fitting procedure was done in a sequen-
strongly polar solvents. As a whole, the GCLF EOS provides tial fashion: normal alkanes, branched alkanes, cycloalkanes,
more accurate predictions that the UNIFAC-FV, the revised aromatics, alcohols, ethers, ketones, esters, acids, etc. That
GC-Flory EOS, and the entropic FV models for solvent s to say, the parameters for groups £ithd CH were first
polymer systems. regressed using only normal alkane data, then the parameters
We selected two systems of benzene/PIB (polyisobutylene)for groups CH and C using branched alkane data. These
and propanol/PVAc (poly(vinyl acetate)) to compare the values were then used in conjunction with data for aromatics
predictive accuracy among the five models (UNIFAC-FV, to obtain the ACH group parameters, and so forth.
GCLF EOS, entropic-FV, GK-FV, and UNIFAC-ZM), for Similarly, the group binary interaction parametets,,
which the group interaction parameters can be found in the were obtained by means of the UNIFAC model (original
open references. version). Calculations were performed in the temperature
For the system of benzene/PIB containing nonpolar range of 256-500 K with temperature stepd 6 K and a
solvent, the calculated results from these five models are allmole fraction of 6-1 at 10 mol % step.
close to the experimental data, as shown in Figure 3. Butit Group Parameters.In this way, a number of new group
seems that the GK-FV model gives the best predictions for parameters were derived, but the old group parameters that
nonpolar solvents, since it is a revised version of the entropic- were fitted from the experimental data remained constant.
FV model for offsetting the underestimate of solvent activity. The current GCLF EOS parameter matrix is illustrated in
For the system of propanol/PVAc containing polar solvent, Figure 5, where the new 20 main groups are added. Since
a relatively large deviation between the experimental and some group binary interaction parameters are not found in
calculated values was found, as shown in Figure 4, but boththe UNIFAC table, a number of gaps still remain. Note that
GCLF EOS and entropic-FV provide the best results; the group number coincides with the notation in the UNIFAC

UNIFAC-ZM, the worst. model and is a little different from that given by Lee and
, Danner?%3 The notation for the groups refers to the refer-
4.2.2. Extension of Group Parameters ence®?

Procedure for the Estimation of Group Parameters. .

The estimation of group interaction energy{ €« € 4.3. Application of GCLF EOS
and reference .volume parametdRs Rk, Ro) was carried 4.3.1. Solubility of Gas in Polymers
out as follows:

(i) Using volume-translated PR EOS (VTPR EGS)the In foaming applications, properties such as carbon dioxide
densities at saturation were calculated for a series of normal(CO;) solubility in the polymer, polymer swelling, polymer
alkanes, branched alkanes, cycloalkanes, aromatics, ethergjensity, and polymer crystallinity play an important role in
ketones, esters, acids, alcohols, water, amine, nitrified the nature of the functional materials and affect the product’s
hydrocarbons, chlorinated hydrocarbons, fluoridated hydro- thermal conductivity, weight, impact strength, and finish.
carbons, nitriles, tetrahydrofuran (THF), and other com- Therefore, property determination of polymers in the pres-
pounds. Calculations were carried out in the temperatureence of dissolved gases can be viewed as essential for
range 256-500 K at 1 K intervals. This temperature range technological development of foamed polymer products.
is far away from the triple and critical points of compounds  The solubility of carbon dioxide (C£in the amorphous
selected in the parameter estimation in order to get reliable polypropylene (PP) below,, could be obtained with the
data by using the VTPR EOS. In the VTPR EOS, a volume GCLF EOS. As shown in Figure 6, at low temperatures,
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Figure 6. Solubility of CO, in rubbery state polypropylene with ~ Figure 7. Effect of temperature on crystallinity of polypropylene
values estimated from the GCLF EOS. Symbols and lines refer to in the presence of COReprinted with permission from ref 341.
estimations made with the GCLF EOS. Reprinted with permission Copyright 2006, Elsevier B. V.

from ref 341. Copyright 2006, Elsevier B. V.

1.00

S-shaped isotherms were observed, whereas at high temper-
atures, the isotherms tended to become straight. At a given 0.9
low pressure, below 10 MPa, the solubility decreased with
increasing temperature, but at a given high pressure, above .80
10 MPa, the situation became somewhat complicated, which, :
can be attributed to changes in sample crystallinity with

0.70
temperature and pressure.

4.3.2. Crystallinity 0.60 [ \

The crystallinity change induced by a dissolved gas in

glassy polymers was reported by several researéfefg? 050 ' ' ' '
Crystallinity (Xm, mass fraction) of polymer in its rubbery 300 320 340 360 380 400
state can be calculated from T'(K)
Figure 8. Effect of temperature on crystallinity based on extrapola-
gexp tion of high-pressure values to zero ¢©ontent; the dashed
X,=1- e - (4.28) line denotes the experimental crystallinity at room temperature.
Sca(Xm =0) Reprinted with permission from ref 341. Copyright 2006, Elsevier
B. V.

which assumes that the contribution of gas solubility in the . - :
polymer depends mainly on the amorphous region of the Methods for measuring the crystalllmty of a polymer in
polymer and the crystalline region has negligible contribu- Va&rious forms in the presence of ¢@re limited. To test
tion 27280 The denominator in the last term of eq 4.28 refers the reliability of crystallinity values estimated, the values
to the solubility of CQ in the amorphous polymer. Thus, it Were extrapolated to zero content £d3ing linear extrapola-

is possible to estimate the crystallinity of polymer in the ton. The results are shown in Figure 8, where the dashed
rubbery state in the presence of €8y using interaction line denotes the experimental crystallinity at room temper-
parameters from the GCLF EOS that have been extrapolatecture determined by the DSC techniqié & 0.62). At low

to rubbery state temperatures from those parameters deterl€mperatures, the crystallinity values tend to remain constant,
mined from the molten state PP solubility data. but at high temperatures, the crystallinity values decrease

From the experimental data of the molten state PP the Sharply. This tendency is consistent with the results of Braun

GCLF EOS parameters can be extrapolated with temperaturednd Guillet?®22% which means that it is likely that the
for a given pressure. Equation 4.28 was applied to estimateCrystallinity values extrapolated to room temperature are
changes in crystallinity. Crystallinity of PP in the rubbery close to the expenmenta_l crystallinity valu.es. The crystallinity
state in the presence of G shown in Figure 7. It can be  Values calculated by this procedure using GCLF EOS are
seen that at a given pressure, as temperature increase€CUdh estimations for the changes in crystallinity of PP
crystallinity of the rubbery state first tends to remain constant "duced by CQ However, more detailed theoretical (simula-
and then decreases rapidly in the vicinity of 373.2 K. This tion) and experimental techniques are required to understand
behavior is consistent with the change of solubility and the trends.

swelling degree, because crystallization tends to reduce the -

solubility and swelling degree. GOowers the melting 4.3.3. Specific Volume of Pure Polymers
temperature of the crystallinity polymer regiofis,and as On the basis of the extended group parameter matrix, the
temperature increases, the crystallinity should decrease. Atspecific volume of pure polymers can be calculated by using
a given temperature, the crystallinity at 10 MPa is higher GCLF EOS to check the reliability of some new group
than that at 5 MPa. This may be due to some extent to the parameters.

hydrostatic pressure effect but also possibly due to induced The specific volumes of poly(vinyl acetate), poly(tetrahy-
crystallinity caused by C© drofuran) (PTHF), poly(styrene/acrylonitrile 3 wt %) (SAN3),
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1.20 gives the best predictions for the nonpolar and weakly polar
= 110 } PITHE systems. For the systems containing strongly polar solvents
g T —m————— (e.g., ACN), the predictions are sometimes less good but as
2 Loy accurate as or better than other models (e.g., UNIFAC-FV

E 090 rmmee——————— P \ic model). However, the GCLF EOS can still predict the
E 00 | - =" tendency of2; with wi. At a given temperature€; decreases
g2 with increasingw;; at a givenw;, Q; decreases with increasing
g 070 | temperature. Moreover, it was also found tiat of the
“ 060 b @ solvent in the mixture is almost independent of molecular
weight of the polymer.
0.50 ' ' ' ' ' ' As in the case of the UNIFAC model, the applicability of
0 1020 30 40 50 6070 GCLF EOS largely depends on the availability and reliability
P (MPa) of the group parameters. Since some group binary interaction
150 parameters are missing in the UNIFAC table, the same gaps
remain in the GCLF EOS matrix, and the proximity effect
< 40T of groups is not considered in the GCLF EOS. in addition,
£ 130 | the isomers or compounds with conjugated double bonds are
S EVAI1S . ; :
o o P ——— not accurately described, although they are considered in
EM — - other nonpredictive EO%5 28 Therefore, there is still some
§ 110 s potential to improve GCLF EOS in the future.
0 P e e DD
5 oo | —(b) 5. Solvent —lonic Liquid Systems
0.80 In recent years, room temperature ionic liquids have been
‘ very popular for their potential as “designer solvents”. lonic
0 10 20 30 40 %0 %0 & liquids show very unique properties, such as
P (MPa) q y unique prop ,

, - . , (1) A low melting point (<373 K) and a wide liquid range
Figure 9. Prediction of specific volumes (cnT¢) as a function ~300 K):

of pressureP (MPa). The solid lines represent the calculated values . . .
by%CLF Eg(s angl the dashed lines r%present the calculated values (2) A su!t_able VISCOS ity;
by the Tait equation. (a) PVAC at 373.15 K and PTHF (poly-  (3) Stability up to high temperature;
(tetrahydrofuran)) at 353.15 K; (b) SAN3 at 473.15 K and EVA18  (4) High solubility for both polar and nonpolar organic
at 423.15 K. Reprinted with permission from ref 337. Copyright and inorganic substances; and
2006, Elsevier B. V. (5) In particular, negligible vapor pressure and, therefore,
. nonflammability.
and poly(ethylene/vinyl acetate 18 wt %) (EVA18) were  This means that they can be applied as replacements for
calculated. The results were compared with values calculatedconyentional toxic, flammable, and volatile organic solvents.
with the Tait equatiori® It can be seen from Figure 9 that  Because of the above-mentioned properties, they are very
the results from GCLF EOS and the Tait equation are in interesting solvents for industrial applications (chemical
good agreement, and the average relative deviation (ARD) reactions, separation processes, batteries, electrochemistry,
is <5%. Note that the calculations were performed assuming etc.)290-303
that the pOIymerS are in the molten State.. At low tempera- Typ|ca| jonic ||qu|ds are Composed of a |arge Organic
tures, however, these polymers are possibly not amorphouscation and an inorganic polyatomic anion. Since a large
and exhibit some crystallinity. The GCLF EOS does not take number of cations and anions can be combined, there is
into account crystallinity yet, and thus, significant errors may virtually no limit to the number of feasible ionic liquids.
be expected for semicrystalline polymers. Therefore, they are referred to as “designer solvents” for
Additionally, it was found that for homopolymers, the piphasic reactions or as selective solvents (entrainers) for
specific volume of the polymer is almost independent of its separation processes.
molecular Weight. But for rand_om copolymers, it seems that  However, a large number of possible ionic liquids are of
above a certain molecular weight, the molecular weight has jittle use for separation science if no systematic approach
no influence on specific volume. for the tailor-making of these substances for specific separa-
. . .. - tion tasks is provided. Additionally, the mechanisms that lead
4.3.4. Weight Fraction Activity Coefficients to an efficient ionic liquid entrainer are not yet completely
The change of weight fraction activity coefficient (WFAC) understood. Therefore, the design of ionic liquids as entrain-
Q; with weight fraction of solvent in the mixturey;, was ers can only be based upon the separate examination of the
investigated for the systems of water/polyethyleneimine (PEI) influence of different kinds of structural variations. The
and acetonitrile (ACN)/polystyrene (P%Y.For the system  structures and mechanisms that result in effective ionic liquid
of water/PEIl, the calculated values are in good agreementadditives for a given separation task can be derived from
with the experimental valué&8with ARD 4.85%, except that  the results of such a study. Since the experimental work
atw = 0.019, the relative deviation is somewhat high. The would be too time-consuming and cost-intensive, it is
reason may be that at very low solvent concentration, the necessary to employ an appropriate a priori method. The
accuracy of both experiment and calculation is not so common structure-interpolating group-contribution methods
sufficient. (GCMs), such as UNIFAC models, are not desirable for the
For the system of ACN/PS, there is a relatively large considered solventionic liquid systems, because only a very
deviation between the calculated and experimental v&iies; limited number of interaction parameters resulting from some
however, as pointed out by Danner et®81the GCLF EOS  experimental data can be foufid:3% Nevertheless, the
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Figure 10. Common cations in ionic liquids; typical 1-alkyl-3-
methylimidazolium cations and the abbreviations used to refer to
them. R= Me, Rt = Et: [emim]"; R = Me, R'=n-Bu: [bmim]*;

R = Me, Rt = n-hexyl: [hmim}"; R = Me, Rt = n-octyl: [omim]".

number of published equilibrium data for solveinic
liquid systems is still very limited. Therefore, in this case,
we would like to select the conductor-like screening for real
solvents (COSMO-RS) model to predict the thermodynamic
properties of solventionic liquid systems and, thus, to
identify the best suited structural composition of the ionic
liquid for a given separation task.

Then, what are ionic liquids? lonic liquids are salts
consisting entirely of ions that exist in the liquid state at
ambient temperature; , that is, they are salts that do not
normally need to be melted by means of an external heat
source.

The most common ionic liquids in use are those with
alkylammonium, alkylphosophoniumiN-alkylpyridinium,
and N,N-dialkylimidazolium cations (see Figure 10); how-
ever, many more ionic liquids are synthesized on the basis
of 1,3-dialkylimidazolium cations, with 1-butyl-3-methylimi-
dazolium [bmim} being probably the most common cation.
The most common anions are [F [BF4~, [SbF],
[CFSO;]~, [CUCk]~, [AICI 4], [AIBr4]—, [All 4], [AICI3EL],
[NO3]~, [NOJ]~, and [SQ]?". lonic liquids of this type have
displayed the useful combination of low melting point along
with high thermal and chemical stability. Detailed informa-
tion about the synthesis and application of ionic liquids is
available in the referencé®

5.1. COSMO-RS Model

The COSMO-RS model, developed since 199431 is
a novel and efficient method for the priori prediction of
thermophysical data It is based on a physically founded
model and, unlike GCMs, uses only atom-specific param-
eters, which can be used to predict the thermodynamic
properties of solventionic liquid systems. Therefore, it is
anticipated that this model is, at least qualitatively, able to
describe structural variations correctly.

The extension of COSMO (conductor-like screening)
model to real fluids is the COSMO-RS model. Instead of

Lei et al.

A liquid in COSMO-RS is considered to be an ensemble
of almost closely packed ideally screened molecules, and
the interactions of the molecules are expressed as pairwise
interactions of the screening charges. This includes electro-
static interactions as well as hydrogen bonding. By this
reduction of molecular interactions to surface contacts, the
statistical thermodynamics is reduced to a simple set of
equations, which are similar to, but even somewhat more
accurate than, the UNIQUAC type of equations used in the
UNIFAC models.

This model assumes that ideal behavior means a complete
neutrality of the charges of both molecules. Every deviation
from this (called a “misfit”) leads to activity coefficients
differing from unity. Furthermore, the energy to transport a
molecule into an electrical conductor is a measure of the
vapor pressure. As a result, all kinds of thermodynamical
data can be calculated. The model even works for multi-
component systems. This method treats preferred enthalpy,
, that is, interaction effects, but also includes a great deal of
the solvation entropy, as recently shown in a study on the
mutual solubilities of hydrocarbons and water.

The accuracy of COSMO-RS depends strongly on the
guantum chemical method used. Furthermore, the method
carries internal parameters because only electrostatic interac-
tions are taken into account. The following atom-based
internal constants are obtained using this method:

(1) Radius of the elements (used for cavity construction;
only 17% larger than bond radii);

(2) Dispersion constants (one per element; vdW energy
contributions expressed by element-specific parameters);

(3) Effective contact area (determines the number of
independent neighbors for a molecule);

(4) Electrostatic misfit energy coefficient (“self’” energy
of a single segment of a surface divided by the surface charge
density);

(5) Hydrogen-bonding constants, and on, (ohp is the
threshold for hydrogen bonding armg, the strength coef-
ficient);

(6) Ring correction coefficienty;

(7) Coefficient, A4, for the combinatorial part of the
chemical potential; and

(8) Transfer constany; (connects reference states in gas
and solution).

These constants have been determined once and have since
been improved in several revisions. The activity coefficient
of component is related to chemical potential and given as

follows:
. =lexy{ﬂi _Mio)
" RT

wherey; is the chemical potential of componeintn the
mixture, «;° is the chemical potential in the pure liquid

(5.1)

assuming the surrounding molecules in focus (solutes) to besubstanceR is the gas constant, andl is the system
an electrical conductor, the RS method separates the surfacéemperature. The chemical potential can be solved by using

of the solute molecule into portions of given area and

the exact equations resulting from statistical thermodynamics.

compares the screening charges with those of a second The COSMO-RS model can be used to evaluate the

molecule (the solvent), which is treated in the same manner.

separation ability of ionic liquids for a given separation task.

The screening charges represent the electrostatic interactiont is composed of three steps: conformational analysis,

potential of the molecules and enable the calculation of one

COSMO calculation, and COSMO-RS calculation. The

component’s chemical potential using a statistical mechanicsdetails about the calculation procedure of COSMO-RS model

approach.

are described in the referenc@ss1s
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5.1.1. Conformations and Conformational Analysis 4.00

A molecule prefers to occupy the minimum points of the > & O — [y
potential energy and arranges its atoms accordingly. By § 300 [ o g A:{Cﬁm}
rotation around single bonds, molecules with the sames 't =~ o= o¢®
molecular formula can form geometrical isomers by arrang- £ ~ o0 ® Soaggogo .
ing their atoms in different, nonequivalent positions to each% 200 &8 4 a0 00 S ey f s E 88 g R
other, the so-called minimum energy conformations or stable = 150 | AR S |
conformations. To identify the stable conformations of a %
molecule, a conformational analysis is performed. Although 3 100
it is desirable to find all minimum energy conformations, 0s0 |
the complexity of the potential energy surface renders it

impossible for all but the smallest molecules to have a 00
complete result. To reduce the effort, algorithms have been
developed to make the conformational search more eﬁectiveFigure 11. Influence of alkyl chain length of the cations on the
and less time-consuming. An overview of various methods o it of n-hexane to 1-hexene at infinite dilution at 333.15
of conformational analysis is presented by Howard and o [c,mIM] +; 0, [C,MIM] *; A, [CsMIM] *. The corresponding
Kollman 314 no. of anions (+24) is 1, [PR]~; 2, [BOB]; 3, [B(CN)J]~; 4,

The conformational analysis is normally carried out [BTA]™ S, [CRSQ™; 6, [BMB] " 7, [BF™; 8, [N(CN)]™; 9,
using the molecular modeling program (e.g., HyperChem, [BBB] ;_10' [BSB]; 11;, [SalT; 12, [SCI)II, 13, [HSQ‘],_' 14,

; ich i [BMA] —; 15, [CHSOy 5 16, [GHsSOy~; 17, [MACA]~; 18,

ChemOffice, et al.), which is used to generate the molecular L i 2 _

. ; . TOS|; 19, [MDEGSQ]; 20, [GH17SQy]~; 21, [DMPQy]~; 22,
structures. It is assumed that single molecules and ions argcp,50,: 23, [OAC]; 24, [CI]". Reprinted with permission from
in a vacuum, and their potential energies are calculated with ref 313. Copyright 2006, Elsevier B. V.
the semiempirical PM3 methods. The semiempirical method
has to be carefully chosen because the accuracy of its results; 2 prediction for Nonpolar Systems
depends on the components considered.

1 23 4567 8 910111213141516 17 1819 20 21 2223 24
Anions no.

5.2.1. Identifying the Best Suited Chemical Structure of
5.1.2. COSMO and COSMO-RS Model lonic Liquids

For further considerations in a subsequent COSMO-RS Separation of olefins and paraffins is a specific problem
model, the screening charges of molecular structures obtainedn the field of hydrocarbon processing. Since the boiling
from the conformational analysis have to be available. For points of olefins and paraffins lie within narrow temperature
this purpose, quantum chemical continuum solvation modelsranges, it is difficult and expensive to separate them by
(CSMs) are applied. Since the dielectric boundary conditions conventional distillation. An additional solvent (namely
for arbitrarily shaped cavities are very complex, the COSMO entrainer) is normally required to add into the mixture to
model employs an ideal conductor as the dielectric medium. alter the selectivity of the components to be separated.
Compared with other CSMs, this approach results in simpli-  1-Hexene andn-hexane have been taken on as the
fied boundary conditions and therefore highly efficient representation of nonpolar systems, since the separation
algorithms. So far, the COSMO model is implemented in mechanism between 1-hexeméexane and other hydrocar-
the programs Turbomole, Gaussian, DMOL3, and MOPAC pons is consistent on the basis of the different mobilities of
and many other programs, such as GAMESS, PQS, ADF,the electron cloud of EC (no double bond) and €C
and MOLPRO, applying either density functional theory or (double bond), and thus, different interactions between the
semiempirical methods. The calculation of molecular ener- entrainer and the component to be separated, and 1-hexene
gies is accomplished using the TZVP basis set and BPis a high-value-added product in industry. The goal is to
function3>7317 As the result of COSMO calculation, a identify a relation between the chemical structure of ionic
“COSMO file is generated. This file delivers all information  Jiquids and the impact on separation factor (i.e., selectivity).
of the respective molecular or ionic structure that is necessary Figure 11 shows the influence of the alkyl chain length
for subsequent calculations of chemical potentials and activity of the cations on the selectivity ofhexane to 1-hexene at
coefficients. infinite dilution at 333.15 K by using the COSMO-RS model.

The subsequent calculations using the COSMO-RS methodThe meaning of the abbreviations for all ionic liquids is given
that consists mainly of statistical thermodynamics are inthe Nomenclature section. The series of [RMiMhtions,
performed with the COSMOtherm software (Eckert, F. | that is, [GMIM]*, [CsMIM] ™ and [GMIM] *, are con-
COSMOtherm Users Manual, 2002). The parametrization, cerned, as well as 24 kinds of anions. The alkyl chain varies
BP-TZVP-C21-0104, which is required for the calculation from ethyl group, butyl group, to octyl group. It can be seen
of physicochemical data and contains intrinsic parametersthat at a given anion, a long alkyl chain length of cations is
of COSMOtherm and element-specific parameters, is adopted.unfavorable for increasing the selectivity, except for [SB;] -

The influence of the conformations of solvents and ionic and [CI]". In addition, at a given cation, a long alkyl chain
liquids on activity coefficients has been investigated by Jork length of anions is also unfavorable for increasing the
et al322and by Lei et al3!3respectively, and similar results ~ selectivity, since the selectivity decreases according to the
were observed. For the separation of nonpolar solvents, thesequence [HS~, [CHsSO)]~, [CoHsSQ)] ™, [CeH17SO) ™.
influence of the conformations of solvents and ionic liquids Therefore, in general, the shorter the alkyl chain length, the
is not so apparent, and activity coefficients slightly fluctuate higher the selectivity ofi-hexane to 1-hexene.
along a dashed line, which is referred to as the reference On the other hand, it seems that in the series of [RMIM]
state. But for the separation of polar solvents, the influence the anion affects the selectivity more strongly than the cation
of the conformations of solvents cannot be neglected. because the change of selectivity in the horizontal direction
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Figure 12. Influence of group substitution betweern,MIM] + and Mol fraction of 1-hexene and n-hexane
[C.DMIM] * on the selectivity of-hexane to 1-hexene at infinite  Figure 13. Influence of feeding concentration of 1-hexene and
dilution at 333.15 KO, [C:MIM] + A, [C.DMIM] *. The corre- n-hexane on the selectivity ofhexane to 1-hexene for three ternary
sponding no. of anions (124) is 1, [Pk]~; 2, [BOB]; 3, systems containing ionic liquids at 333.15 K.

[B(CN)J]~; 4, [BTA]™; 5, [CRSO3]; 6, [BMB]; 7, [BF4]~; 8,
[N(CN)2)~; 9, [BBB]; 10, [BSBT; 11, [Sall'; 12, [SCNT; 13,

[HSO,: 14 [BMA]": 15. [CHSO;"; 16, [CHeSOy ; 17 the opposite trend is exhibited. For these three kinds of ionic

[MACA] =: 18, [TOST; 19, [MDEGSQ]"; 20, [CsH1,SQy]"; 21 liquids, at low feeding concentration, the separation ability
[DMPO,]; 22, [CHSO]~; 23, [OAC]"; 24, [CI]-. Reprinted with ~ Of ionic liquids is in the order of [@MIM] *[BF4~ >
permission from ref 313. Copyright 2006, Elsevier B. V. [C.MIM] T[BF4]~ > [CgMIM] f[BF4]~, whereas at high

o _ _ o o feeding concentration, the separation ability of ionic liquids
is higher than in the vertical direction, as shown in Figure s in the order of [GMIM] T[BF4]~ < [C4sMIM] [BF4]~ <

11. Moreover, the favorable anions are those in which the [CgMIM] *[BF4]~. We relate this effect to the formation of
sterical shielding effect around their charge centers exists:a liquid—liquid demixing. It may be deduced that the
for example, [PE~, [BOBJ", [B(CN)4", [BTA] ", [CRSOy~, solubility of 1-hexene andh-hexane in ionic liquids is in
[BMB] -, etc. On the contrary, the unfavorable anions are the order of [GMIM]T[BF,~ < [CiMIM]*[BF,~ <
those in which the sterical shielding effect around their charge [CgMIM] *[BF,4]~. Therefore, the ionic liquid with high
centers does not exist; for example, [DMPQ [CHsSO;] 7, solvent capacity is desirable in selecting the potential
[OAc]™, [CI]", etc. o N entrainer for the separation of a nonpolar system.

The influence of group substitution on the selectivity of |t is evident from the COSMO-RS model that at a low
n-hexane to 1-hexene at infinite dilution has also been feeding concentration, the separation ability of ionic liquids
investigated by using the COSMO-RS model, as shown in js in the order of [GMIM] *[BF4]~ > [C4MIM] “[BF4]~ >
Figure 12. The 2-hydrogen of {BIIM] " is substituted by @~ [cyMIM] *[BF,] -, which is consistent with the experimental
methyl group to become [OMIM] ™ and, thus, increases yegyits, because this is the region of miscibility. But at high
the degree of group branch. It can be seen that at a givenfeeding concentration, it is not consistent with the experi-
anion, the selectivity of-hexane to 1-hexene at infinite  mental results, because in this case, the solution is im-

dilution is lower for [GDMIM] * than that for [GMIM] ™. miscible. This means that the COSMO-RS model is suitable
This manifests that group substitution is unfavorable for for making a rapid screening of potential ionic liquids for
increasing the selectivity. nonpolar systems at low feeding concentration.

So it can be deduced from the COSMO-RS model that
the suitable ionic liquids for the separation of nonpolar 522 Demixing Effect on the Selectivity
systems are of small molecular volume, an unbranched group, _ .
and show a sterical shielding effect around the anion charge Care should be taken to consider the demixing effects at
center. But it should be mentioned that in the COSMO-RS high feeding concentration. Figure 14 shows the demixing
calculation, the state is at infinite dilution, and the demixing €ffect on the selectivity oh-hexane to 1-hexene for the
effect is not taken into account because prediction of liguid ~ ternary system 1-hexemehexane/[@MIM] “[BTA] ~atT=
liquid-phase splits and the associated tie lines in a ternary333.15 K. It was found that as the feeding concentration in-
system requires an extensive and time-consuming computa<reases, the selectivity also decreases but without an apparent
tion. slope, as compared to JIM] F[BF4]~, [CiaMIM] T[BF4]~

To verify the reliability of the calculated results at infinite  @nd [GMIM] *[BF,]~. This may be due to a higher solvent
dilution by the COSMO-RS model, HSGC (headspace gas capacity of [GMIM] *[BTA] ~.
chromatography) experiments at finite dilution need to be ~As we know, a suitable entrainer should possess both a
done. Figure 13 shows the influence of feeding concentration high selectivity and a high solvent capacity for the compo-
of 1-hexene and-hexane on the selectivity afhexane to nents to be separated. Therefore, it is necessary to compare
1-hexene for three kinds of ionic liquids at 333.15 K. The the solvent capacity among the ionic liquids investigated.
series of [RMIM]" cations, , that is, [@MIM] *, [CsMIM] *, The calculated and experimental results of selectivity versus
and [GMIM] *, were concerned. It can be seen that at a given solvent capacity at infinite dilution are shown in Figure 15.
ionic liquid, as the feeding concentration increases, the Both exhibit a similar trend.
selectivity ofn-hexane to 1-hexene decreases. Moreover, at  The ionic liquid [GMIM] T[BTA] ~ has the highest solvent
a given anion, that is, [Bf, at low feeding concentration,  capacity but the lowest selectivity at infinite dilution among
the long alkyl chain length of the cations is unfavorable for all the ionic liquids investigated (note that the selectivity is
improving the selectivity, but at high feeding concentration, in the following order: [GMIM] *[BF4]~ > [CsMIM] T[BF4]~
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Figure 14. Demixing effect on the selectivity ofi-hexane to
1-hexene for the ternary system 1-hexereéxane/[GMIM] *-
[BTA] ~ at 333.15 K. (a) The triangular phase diagram of solubility;
O, experimental point at different feeding concentrations; (b) the
selectivity ofn-hexane to 1-hexene at different feeding concentra-
tions.
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Figure 15. Selectivity versus solvent capacity at infinite dilution
for the 1-hexenethexanefionic liquid systems at 333.15 K. 1,
[CaMIM] *[BF]—; 2, [CaMIM] #[BF]; 3, [CsMIM] *[BF.]~; 4,
[CeMIM] F[BTA] —; O, the calculated results by the COSMO-RS
model; W, the experimental results from the refereng@g**

> [CgMIM] T[BF4]~ > [CgMIM] *[BTA] ~, which is consis-
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Figure 16. Influence of alkyl chain length of the cations on the
selectivity of ethanol to water at infinite dilution at 353.15 [K,
[CoMIM] T O, [CaMIM] T A, [CsMIM] *. The corresponding no.
of anions (+24) is 1, [OAcT; 2, [HSQ]™; 3, [N(CN)]; 4,
[DMPO,]~; 5, [SCNF; 6, [MACA]~; 7, [Sall; 8, [CH3SOs]; 9,
[CH3SQy]7; 10, [BR ; 11, [BMA]~; 12, [GHsSQ] ~; 13, [TOST;
14, [CRSOy~; 15, [BMB]; 16, [CI]"; 17, [MDEGSQ]~; 18,
[PFe]~; 19, [BOBJ; 20, [CH17SQ] 5 21, [B(CN)]~; 22, [BSBJ;
23, [BBB]"; 24, [BTA]".

Jork et aP'? investigated the separation of the non-
polar system of methylcyclohexane and toluene with ionic
liquids as entrainers. The following ionic liquids were
tested: [GChin]f[BTA] -, [CsChin]t[BBB] ~, [CABHEM] -
[CH3SO)] -, and [GMIM] T[BTA] . It was found that the
ionic liquids with the anion [BTA] bring out high solvent
capacity and selectivity, and the ionic liquidgfChin[ [BTA] ~
is the most favorable entrainer. The VLE data measured from
HSGC experiments qualitatively confirmed the COSMO-RS
calculations. In addition, a large number of experimental data
are available from the references to validate the consistency
between the experimental and calculated res¢ftsss

5.3. Prediction for Polar Systems

Ethanol and water are taken on as the representation of a
polar system since anhydrous ethanol is used not only as a
chemical reagent and organic solvent but also as the raw
material of many important chemical products and interme-
diates’*® 322 The separation mechanism for polar systems
is consistent on the basis of different interactions between
entrainer and the component to be separated.

Figure 16 shows the influence of alkyl chain length of
the cations on the selectivity of ethanol to water at infinite
dilution at 353.15 K by using the COSMO-RS model. The
series of [RMIM]' cations, , that is, [@MIM] T, [C4MIM] T,
and [GMIM] *, are concerned, as well as 24 kinds of anions.
The alkyl chain varies from ethyl group, butyl group, to octyl
group. Similarly, at a given anion, a long alkyl chain length
of cations is unfavorable for increasing the selectivity, except
for [OAc]™ and [CI". In addition, at a given cation, a long
alkyl chain length of anions is also unfavorable for increasing
the selectivity, since the selectivity decreases according to
the sequence [HSP', [CH3SQy] ~, [CoHsSQy] —, [CeH17SOy .
Therefore, in general, the shorter the alkyl chain length, the
higher the selectivity of ethanol to water. However, this also

tent with the experimental results at low feeding concentra- holds for the separation of nonpolar systems.

tion as shown in Figures 13 and 14). However, it has been

proven by the HSGC experiment thaMIM] T[BTA] ~ also

On the other hand, it seems that in the series of [RMIM]
the anion affects the selectivity more strongly than the cation

has the largest selectivity at high feeding concentration. This because the change of selectivity in the horizontal direction

indicates that solvent capacity could affect selectivity at finite
dilution.

is higher than in the vertical direction, as shown in Figure
16. Moreover, the favorable anions are those in which no
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Figure 17. Influence of group substitution between,[IM] + and 7.00
[C.DMIM] * on the selectivity of ethanol to water at infinite dilution B [CMIMDMPOL]
at 353.15 K.0O, [C.MIM] F; A, [C.DMIM] *. The corresponding 6.00 | A — [CMIM]'[DEPO,J
no. of anions (+24) is 1, [OAc]; 2, [HSQy]~; 3, [N(CN),]; 4, 5 —, smoothed line
[DMPOQ,]~; 5, [SCNT; 6, [MACA] —; 7, [Sall'; 8, [CHsSOy]; 9, g 500
[CH3SQ); 10, [BRy] ; 11, [BMA]7; 12, [GHsSOJ] ~; 13, [TOST'; 2
14, [CRSGy]~; 15, [BMB]; 16, [CI]7; 17, [MDEGSQ]-; 18, § 4.00
[PFe]~; 19, [BOBJ; 20, [GH17SOy] 7 21, [B(CN)] ~; 22, [BSBT; 3
23, [BBB]; 24, [BTA]. S 30
ZE) 2.00

sterical shielding effect around their charge centers exists;*
for example, [OAcT, [HSO;]~, [DMPO,]~, [SCNT, [CI], |
etc. On the contrary, the unfavorable anions are those in . . . .
which sterical shielding effect around their charge centers 0.00 0.20 0.40 0.60 0.80 1.00
does eXISt; for examplea [B]lf, [BOB]_! [B(CN)4]_! [BMB] o Mole fraction of ethanol (on the IL free basis)
[BBB] -, [BTA] -, etc. However, this is contrary to the results

; Figure 18. Selectivity of ethanol to water at atmospheric pressure
from the separation of nonpolar systems. o (101.32 kPa) for the two ternary systems ethanol/wateM|®1] +-

The influence of group substitution on the selectivity of [DMPO,]- and ethanol/water/[fIM] +[DEPQ;]~ containing 20
ethanol to water at infinite dilution has also been investigated wt % [C;MIM] F[DMPQ4]~ or [C,MIM] f[DEPQ,]~. (a) The
by using the COSMO-RS model, as shown in Figure 17. calculated results by the COSMO-RS model; (b) the experimental
The 2-hydrogen of [@MIM] * is substituted by a methyl results from the referencé! Reprinted with permission from ref
group to become [(DMIM]* and, thus, to increase the 342- Copyright 2007, Elsevier Ltd.
degree of group branch. It can be seen that at a given anion
the selectivity of ethanol to water at infinite dilution is lower
for [C,.DMIM] * than that for [GMIM] *. This manifests that Y L X )
group substitution is unfavorable for increasing the selectiv- [PFel s however, itis noted that there is a difference between
ity. However, this also holds for the separation of nonpolar the values of selectivity from experiment and calculation,

i hown in Figures 18 and 19. This is attributed to the
systems. So it can be deduced from the COSMO-RS model@S S e
that the suitable ionic liquids for the separation of ethanol drawback of COSMOS-RS model that it is not able to

and water are of small molecular volume, an unbranched &ccount for long-range forces (e.g., coulomb forces). As a

group, and show no sterical shielding effect around the anion CONSequence, this model does not meet the Debliekel

charge center. But it should be mentioned that although in liMiting law in diluted solutions, which is an indispensable
the COSMO-RS calculation the state is at infinite dilution, Property of any consistent molecular theory dealing with

the demixing effect sometimes is not so important because€lectrolyte solutions, but they exhibit a similar trend. That

a large miscible region often exists for the polar systems IS 10 sy, the calculated results by the COSMO-RS model
(especially aqueous solutions) containing ionic liquids.

favorable for increasing the selectivity, since the separation
ability of [C,MIM] T[CI] ~ is higher than that of [gMIM] *-

are qualitatively consistent with the experimental results.

To verify the reliability of the calculated results by the ~ For the separation of ethanol and water, one ionic liquid,
COSMO-RS model, we compared the results from experi- , that is, [GMIM] *[BF4]~, was selected as entrainer for
men#2* and calculation. Figure 18 shows the selectivity of Process simulation by Seiler et#f.It has been confirmed
ethanol to water at atmospheric pressure (101.32 kPa) forthat this ionic liquid shows a remarkable separation perfor-
the two ternary systems ethanol/wategftM] *[DMPO,]~ mance and, therefore, enables an extractive distillation
and ethanol/water/[{IM] *[DEPQ] ~, in which the feeding process that requires less energy than the conventional
concentration of ethanol and water is up to 80 wt %. Process using 1,2-ethanediol as entrainer. The maximum
Evidently, a short alkyl chain length of cations and anions €nergy saving is up to 24%.
is favorable for increasing the selectivity. Both the calculated  Jork et af'?investigated the separation of tetrahydrofuran
and experimental results agree quite well. The influence of (THF) and water with ionic liquids as entrainers. The tested
the sterical shielding effect around their charge centers hasionic liquids consisted of the cations J@IM]* and
also been investigated for the two ternary systems ethanol/[CsMIM] * combined with the anions [OAc] [CI]~, [HSOy] ~,
water/[GMIM] F[CI]~ and ethanol/water/[fBIM] T[PF]~ [CoHsSQ), [Sall, [SCNT, [TOS], [N(CN);]~, [CHsSO)]

(see Figure 19). As mentioned before, the absence of aflMDEGSQO,]~, [CsH17:SOy] 7, [CFSO;]~, [BF4~, [BOB],
sterical shielding effect around their charge centers is [P, and [BTA] . It was found from the HSGC data that
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5.00 Figure 20. Partition coefficientsK;, of CIN and C10N between
L the agueous phase and supercritical fluid phase (or MTBE phase)
A —[CMIMITCIT at different temperatures, CON with SC CQ and [GMIM] t[OAc]~
400 | @ — [GMIMITPF] as the entrainef], C10N with SC CQ and [GMIM] T[OAc]~ as

- smoothed line the entrainerg, CON with MTBE as the entrainel, C1ON with
MTBE as the entrainer. Reprinted with permission from ref 342.
Copyright 2007, Elsevier Ltd.

3.00
well as ethanol, which is listed separately for some specified
sports (see http://www.wada-ama.org). The common char-
acteristics for these stimulants is that they are polar sub-
stances with carbon chains.

The drugs amphetamine (C9N) and nikethamide (C10N)
were selected as the simulated stimulants. It was found that
the suitable ionic liquids for the extraction of CON and C10

Figure 19. Selectivity of ethanol to water at atmospheric pressure from aqueous phase are of small molecular volume, an
(101.32 kPa) for the two ternary systems ethanol/watgM|e] - unbranched group, and show no sterical shielding effect

[Cl]~ and ethanoliwater/[1IM] *[PFs]~ containing 20 wt % around _the_anlon_ charge centétThat is to say, the same
[C:MIM] +[CI]~ or [C;MIM] +[PFg]~. (a) The calculated results by ~ conclusion is attamed between polar and peiﬂe_akly polar
the COSMO-RS model; (b) the experimental results from the Systems, and thus, it seems thagIIM] T[OAc] "~ is the best
referencé?* Reprinted with permission from ref 342. Copyright among all the ionic liquids investigated.

2.00 F

Selectivity of ethanol to water

1.00 |

0.00
0.00 0.20 0.40 0.60 0.80 1.00

Mole fraction of ethanol (on the IL free basis)

2007, Elsevier Ltd. Partition coefficients of CON and C10N between the
Co N B I aqueous phase and the supercritical fluid phase (by the double
the ionic liquids [GMIM] "[OAc]” and [GMIM] *[Cl] actions of supercritical carbon dioxide (SC §@nd ionic

([C-MIM] "[OAc] ~ not tested) exhibit a higher selectivity jiquid) at different temperatures were predicted by using the
than other ionic liquids, which is consistent with the results cosMO-RS model, as shown in Figure 20. In the calcula-
from the COSMO-RS model. This indicates that the COSMO- tion, the ionic liquid [GMIM] *[OAc]~ was selected, and
RS model can be used as a tool to tailor the suitable ionic yne concentration was 0.10 mole fraction in aqueous phase.
liquid so as to reduce the amount of experimental work. |t was found that both CON and C10N exhibit very high
o partition coefficients in the case that SC £4nd [GMIM] *-
5.4. Prediction for Polar —Weakly Polar Systems [OAc]~ are used as the entrainer, and the temperature has
almost no influence on the partition coefficient under
supercritical conditions. As a comparison, partition coef-
ficients of C9N and C10N between the aqueous phase and
the traditional organic phase (i.e., methglt-butyl ether

The COSMO-RS model was used to make a priori
prediction of the extraction of stimulants from aqueous
solution with ionic liquids as entrainers. The composition

of stimulants in agqueous solution is at infinite dilution, (MTBE) phase) are also included in Figure 20. For CON, a
Somet'me§&§§ to the detecting limitation of analytical high partition coefficient is obtained, which is similar as the
apparatus? N ~ double actions of SC Cand [GMIM] “[OAc]-. But for

The stimulants prohibited by the World Anti-Doping 10N, the partition coefficient is too small. This indicates
Agency (WADA) in the year 2006 are adrafinil, amfepra- that the separation efficiency of traditional liquitiquid
mone, amiphenazole, amphetamine, amphetaminil, benzphetextraction is lower than that of supercritical extraction with
amine, bromantan, carphedon, cathine, clobenzorex, cocainean jonic liquid for the separation of stimulants from an
dimethylamphetamine, ephedrine, etilamphetamine, etilefrine, a3queous solution.
famprofazone, fencamfamin, fencamine, fenetylline, fenflu-
ramine, fenproporex, furfenorex, mefenorex, mephentermine, g 5. Comparison between the COSMO-RS and
mesocarb, methamphetamine, methylamphetamine, methleNlFAC Models
enedioxy, methylephedrine, methylphenidate, modafinil, nik-
ethamide, norfenfluramine, parahydroxyamphetamine, pemo- Among the wide range of applications of predictive
line, phendimetrazine, phenmetrazine, phentermine, prolin- molecular thermodynamic models, a nonpolar system and a
tane, selegiline, strychnine, and other substances with asystem containing a polar component have been chosen.
similar chemical structure or similar biological effects, as Figure 21 shows the VLE (vapetiquid equilibria) of the



1450 Chemical Reviews, 2008, Vol. 108, No. 4 Lei et al.

1.00 should know the influence of structural variations of ionic
090 | liquids on the calculated results qualitatively for rapid
080 | screening of potential ionic liquids.
In addition, the applicable systems for both models are
070 T also different, and the COSMO-RS model seems more
060 universal. Contrary to the UNIFAC model, the COSMO-
= 050 F RS model can resolve the differences among isomers. At
040 | the same time, the main weaknesses of the COSMO-RS
model are (1) the dispersive interactions are neglected, which
030 1 leads to very poor results for systems suchhdsexane-
020 | perfluorohexane; (2) hydrogen-bonding effects are not
010 [ properly taken into account; (3) isomer and proximity effects
0.00 . . . ‘ . . . ‘ . are not properly described; and (4) the temperature depen-

dence is only qualitatively correét® But the COSMO-RS

- mo_de_l can be used to make a priori prediction for suitable
Figure 21. VLE of 1-hexene (1) and-hexane (2) at 333.15 K. 10N liquids, and no experimental data are needed. However,
O, Experimental dataa, calculated results by the COSMO-Rs ~More experimental data have to be measured to see whether
model;—, calculated results by the UNIFAC model. Reprinted with the UNIFAC model can be developed for the description of
permission from ref 336. Copyright 2006, Elsevier B. V. systems with ionic liquids, since ionic liquids as “designer
solvents” are very attractive in the separation processes.

0.00 0.10 020 030 040 0.50 0.60 0.70 0.80 0.90 1.00

2.10

6. Conclusions

Predictive molecular thermodynamics models are the types
of models for which phase equilibria can be described
without binary interaction parameters being inputted. In
separation processes, predictive molecular thermodynamic
models can be used for identifying the relation between the
molecular structure of the solvent and the separation
130 performance and, thus, screening the best suited entainer
rapidly so as to largely reduce the amount of experimental
work. In polymer processing, predictive molecular thermo-
dynamic models are used for predicting the solubility of gas
in polymers, polymers’ crystallinity, specific volume of pure

°~°°0 " oos o s 0‘20 0‘25 030 polymers, weight fraction activity coefficients, etc. so as to

' ' ’ ‘ ‘ ‘ control the nature of the functional materials in the PGSS

. . . process and foaming processing.
Fiure 22, Inflence of eeding concentaton of Lhexene &0 ™ The precictive molecular thermodynamic models also can
1-hexenai-hexane/NMP system @t= 333.15 K., experimental be classified into two categories: the models with relation
results; M, calculated results by the COSMO-RS modal; to experimental data (e.g., the UNIFAC model) and the
calculated results by the UNIFAC modek, smoothed line. models without relation to experimental data (or called priori
Reprinted with permission from ref 336. Copyright 2006, Elsevier predictive models; e.g., the COSMO-RS model). The former
B. V. is suitable for solventsolvent systems with low molecular
weight, solvent-solid salt systems and solverpiolymer

1-hexene (1)i-hexane (2) system, wherg andy, are the  gystems, whereas the latter is for solveiahic liquid
molar fraction of 1-hexene in the liquid and vapor phases, systems. The models and their applications are given in an
respectively. The experimental data were compared with jn_depth review. By means of the predictive molecular
predictions of the COSMO-RS and UNIFAC models, and thermodynamic models, CAMD can be used for screening
good agreement was found. For the ternary system ofhe pest suited entrainer rapidly for solvesblvent systems
1-hexene (1)i-hexane (2)/NMPN-methyl-2-pyrrolidone) in = with Jow molecular weight and solvensolid salt systems
which NMP is used as the en'[l’alner, the most |mp0rtant data,in Separation processes. For So'quﬂ)'ymer SystemS, GCLF
selectivity, is shown in Figure 22. It is evident that the EQS is more emphasized because it is preferred over activity
hexane to 1-hexene, whereas the UNIFAC model overesti- only input required for this model is the molecular structures

mates it. In other words, the calculated results by the of the polymer and solvent in terms of their functional
COSMO-RS and UNIFAC models may not agree well for groups. We have filled the missing group interaction
the systems containing polar components. parameters of the GCLF EOS for 20 main groups and 33
Both the COSMO-RS model and the UNIFAC model are subgroups. The COSMO-RS model is a novel and efficient
predictive models. For predicting thermodynamic behavior method for priori prediction, especially suitable for solvent
of nonpolar systems, they agree quite well. But for predicting ionic liquid systems. A systematic variation of the cations
thermodynamic behavior of polar systems, the situation may and anions has been performed to preliminarily obtain first
be different. In some cases, the calculated results by thetrends for the separation of nonpolar systems, polar systems,
COSMO-RS model may be quantitatively worse than the and polar-weakly polar systems. Following these results,
results of UNIFAC model, but we do not always need to experimental evidence was achieved. Then it is required for
obtain the accurate values. What is most import is that we the chemists to synthesize the ionic liquid with optimum

Selectivity of n-hexane to 1-hexene

1.10

Concentration of 1-hexene and n-hexane
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molecular structures. Therefore, by means of predictive [CHsSO;]~
molecular thermodynamic models, the materials (including [CHsSOy]~

Chemical Reviews, 2008, Vol. 108, No. 4 1451

methylsulfonate
methylsulfate

liquid solvents, solid salts, polymers and ionic liquids) can [C2HsSQi]~ = ethylsulfate
be regarded as “designer solvents” for a given task in the [CsH17SQ:]~ = octylsulfate

fields of separation processes, polymer processing, etc.

7. Nomenclature

ASOG = analytical solution of groups

CAMD = computer-aided molecular design

COSMO = conductor-like screening model

COSMO-RS= conductor-like screening model for real solvents
DISQUAC = dispersive-quasichemical

entropic-FV= entropic free volume

EOS = equation of state

FH/Hansen= Flory—Huggins model based on the Hansen solubility
GCEOS= group-contribution equation of state

GC-Flory EOS= group-contribution Flory equation of state
GCLF EOS= group-contribution lattice-fluid equation of state
GCMs = group-contribution methods

GK-FV = G. M. Kontogeorgis free volume

HSGC = headspace-gas chromatography

LCVM = linear combination of Vidal and Michelsen mixing rules
LLE = liquid—liquid equilibria

MHV1 = modified Huron-Vidal first order

MHV2 = modified Huron-Vidal second order

MOSCED = modified separation of cohesive energy density
NRTL = nonrandom two liquids

PGSS= particles from gas-saturated solutions

PR = Peng-Robinson

PSRK= predictive Soave Redlich—-Kwong

RST = regular solution theory

SLE = solid—liquid equilibria

SPACE = solvatochromic parameters for activity coefficient
estimation

SRK = Soave-Redlich—Kwong

UNIFAC = UNIQUAC functional group activity coefficient
UNIFAC-FV = UNIFAC free volume

UNIFAC-ZM = UNIFAC Zhong—Masuoka

UNIQUAC = universal quasichemical

UNIWAALS = UNIFAC + van der Waals

VLE = vapor-liquid equilibria

VTPR = volume translated Pergrobinson

W-S = Wong—Sandler

Cations

[CABHEM] = tridecylpentaethoxymethylammonium
[CeChin]t = 1-octylquinolinium

[CiMIM] T = 1,3-dimethylimidazolium

[C.DMIM] * = methyl methyl methylimidazolium
[CoMIM] T = 1-ethyl-3-methylimidazolium
[C.DMIM] + = 1-ethyl-2,3-dimethylimidazolium
[CsMIM] T = 1-butyl-3-methylimidazolium
[C,.DMIM] + = 1-butyl-2,3-dimethylimidazolium
[CsMIM] * = 1-methyl-3-pentylimidazolium
[CeMIM] T = 1-methyl-3-octylimidazolium
[CsMPy]T = 1-butyl-4-methylpyridinium
[EMDiPAm]* = ethyldiisopropylmethylammonium

Anions

[OAc]~ = acetate

[BBB]~ = bis[1,2-benzenediolato(2-Y0,0]-borate
[B(CN),4]~ = tetracyanoborate

[BF4]~ = tetrafluoroborate

[BMA] — = bis(methylsulfonyl)amide

[BMB] ~ = bis(malonato(2-))borate

[BOB]~ = bhis(oxalato(2-))borate

[BSB]~ = his(salicylato(2-))borate

[BTA] ~ = bis(trifluoromethylsulfonyl)amide
[CF3SGs]~ = trifluoromethylsulfonate

[Cl]~ = chloride

[DMPQO,]~ = dimethylphosphate
[DEPQOy]~ = diethylphosphate

[HSO4]~ = hydrogensulfate

[MAcA] — = N-methylsulfonylacetamide
[MDEGSQ,]~ = 2-(2-methoxyethoxy)ethylsulfate
[N(CN),]~ = dicyanamide

[BMA] = bis(methylsulfonyl)amide
[PF]~ = hexafluorophosphate

[SCN]~ = thiocyanate

[TOS]™ = p-toluenesulfonate

[Sal]” = salicylate
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